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Ethernet Service Cutover Checklist
I. Networx Service Functional Definition:
Ethernet Services (EthS) allow Agencies to interconnect their LANs seamlessly over the Metro Area Networks (MAN) or the Wide Area Networks (WAN) regardless of the geographical location of their sites. Ethernet Services enable Intra and Extranet services, as well as Intra and Inter-Agency communications.

Ethernet Services are offered over point-to-point connections and multi-point to multi-point connections, as described in Networx RFP/Contract Section C.2.7.1 .1.3. Ethernet Services exploit Ethernet’s flexibility, cost effectiveness, and differentiation of service capabilities while providing end-to-end transport to data traffic with minimal protocol conversion. The technology components and implementation details for delivering Ethernet Services are left to contractor’s discretion; however, the following services will be supported:

1. Ethernet Private Line (E-LINE). Point-to-point service in which bandwidth is reserved and used for mission critical traffic. This service resembles traditional Time Division Multiplexing (TDM) private line service. Some applications include router interconnect, business continuity, and disaster recovery. E-LINE service can be offered over the MAN and/or WAN.
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2. Ethernet Private LAN (E-LAN). Multi-point to multi-point service in which disparate LAN segments are connected into a single virtual LAN. Applications include Inter and Intra-city LAN connectivity, router interconnect and server consolidation. It can be offered over the MAN and/or WAN.
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II. Applicable standards include:
1. Metro Ethernet Forum (MEF)

a. Ethernet Services Model, Phase 1. Technical Specification, MEF 1, November 10, 2003.

b. Requirements and Framework for Ethernet Service Protection in Metro Ethernet Networks. Technical Specification, MEF 2, February 8, 2004.

c. Circuit Emulation Service Definitions, Framework and Requirements in Metro Ethernet Networks. Technical Specification, MEF 3, April 13, 2004.

2. Internet Engineering Task Force (IETF)

a. RFC 3069

3. [image: image7.png]International Telecommunications Union (ITU)

a. G.8011.1/Y.1307.1, (g.epls, g.eota) Ethernet Private Line, in progress

b. G.8011/Y.1307, (g.ethsrv), Ethernet over Transport – Ethernet services framework in progress.
c. G.8012/Y.1308 (g.eint), Ethernet UNI and Ethernet over Transport NNI, framework in progress.
d. G.nni, Ethernet over transport network node interface, approval targeted for May 2004

4. Institute of Electrical and Electronics Engineers, Inc. (IEEE)

a. IEEE 802.3, 1Gbps LAN PHY, 10Gbps LAN PHY, 10Gbps WAN PHY

b. IEEE 802.3ae, 10Gbit Ethernet 802.17, Resilient Packet Rings (RPR) – In progress

c. IEEE 802.1ah, Ethernet First Mile

d. IEEE 802.1p

e. IEEE 802.1q

5. Ethernet in the First Mile Alliance – EFM standards for providing a single approach for transmitting Ethernet over copper, fiber optic point-to-point networks and fiber optic point-to-multi-point networks are in progress, in conjunction with the IEEE.

6. 10 Gigabit Ethernet Alliance
7. All new versions, amendments, and modifications to the above documents and standards when commercially available
III. Networx Performance Requirements
Ethernet Performance Metrics


	Key Performance
Indicators
	Service
Level
	Performance
Standard
(Threshold)
	Acceptable Quality
Level (AQL)
	How Measured

	Availability
	Routine
(Single
Connection)
	99.5%
	≥ 99.5%
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	Critical (Double
Connection)
	99.99%
	≥ 99.99%
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	Latency
	CONUS
	100 ms
	≤ 100 ms
	Latency is the round trip delay experienced by an end-user across the contractor’s network to other Agency’s sites. It is the average time for packets to travel over the core network. The Internet Control Message Protocol (ICMP) test can be used to calculate packet delivery and latency. The ICMP test consists of sending, every five minutes, a series of five test packets between originating Agency’s SDPs and the delivery SDPs. The test results are analyzed to determine packet loss vs. successful delivery and speed of delivery. Contractor shall meet or exceed standards set by RFC 1242 and RFC 2285. It can be determined by the following formula: (Distance/(0.6*c)+hops*delay), where c is the velocity of light and 0.6 is the multiplier recommended by the ITU (G.144) in ms/km plus the delay in each hop caused by the routers times the number of hops.

	
	OCONUS
	200 ms
	≤ 200 ms
	

	Jitter (Packet)
	Routine
	10 ms
	≤ 10 ms
	 The Measurement of packet jitter is performed by injecting packets at regular intervals into the network and measuring the variability in the arrival time. Relevant standard is RFC 2679.

	Grade of Service (Packet Delivery Rate)
	Routine
	99.95%
	≥ 99.95% at all
	Network devices, such as switches and routers, sometimes have to hold data packets in buffered queues when a link gets congested. If the link remains congested for too long, the buffered queues will overflow and data will be lost. The loss can be measured with the ICMP test. The contractor is expected to meet or exceed relevant standards such as RFC 1242 and RFC 2285.

	Grade of Service (Packet Delivery Rate)
	Critical
	99.99%
	≥ 99.99% at all times
	Network devices, such as switches and routers, sometimes have to hold data packets in buffered queues when a link gets congested. If the link remains congested for too long, the buffered queues will overflow and data will be lost. The loss can be measured with the ICMP test. The contractor is expected to meet or exceed relevant standards such as RFC 1242 and RFC 2285.

	Time to Repair
(TTR)
	Without
Dispatch
	4 hours
	≤ 4 hours
	The contractor shall calculate Time to Restore (TTR) as the elapsed time between the time a service outage is recorded in the Trouble Management System and the time the service is restored minus any (1) time due to scheduled network configuration change or planned maintenance or (2) time, as agreed to by the Government, that the service restoration of the service cannot be worked due to Government caused delays. Examples of Government caused delays include: 1) the customer was not available to allow the contractor to access the Service Delivery Point or other customer-controlled space or interface; 2) the customer gave the contractor an incorrect address for the SDP; 3) the customer failed to inform the contractor that a security clearance was required to access the SDP or customer-controlled space; 4) or the Government required service at a remote site and agreed that a longer transit time was required.

	
	With
Dispatch
	8 hours
	≤ 8 hours
	

	Grade of Service

(Fail Over Time)
	Routine
	1 minute
	1 minute
	Restoration for links transported over the Ethernet infrastructure (i.e., Ethernet switches) is achieved by the use of protocols such as Spanning Tree (IEEE 802.1d), which converge slower than SONET. Therefore, Ethernet Services for critical users shall be delivered over a carrier class infrastructure..

	
	Critical
	100 ms
	≤ 100 ms
	Local restoration for critical users shall be achieved in less than 100 milliseconds


IV. Features

The following Ethernet Services features are mandatory unless marked optional:
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	ID
Number
	Name of Feature
	Description

	1
	Bandwidth-on- Demand (BoD)
	The Networx Vendor will support bandwidth increments and decrements on demand, as agreed between the contractor and the Agency. The Networx Vendor will indicate what increments are available to modify the contracted bandwidth in near real time. Options for incremental/reduction steps shall include at least 1 Mbps, 5 Mbps, and 10 Mbps. Provisioning time for this feature shall not exceed 30 min per instance unless otherwise agreed by the Agency and contractor on a case by case basis.

	2
	Reserved Protection Bandwidth
	The Networx Vendor will allow the Agency to specify the amount of bandwidth to be reserved with the desired constraints, i.e., geographical routing to minimize cost of the connection. The bandwidth reserved shall only be used for Agency requirements.

	3
	Shared Protection Bandwidth
	The Networx Vendor will allow the Agency to specify the amount of bandwidth required for protection with no constraints on how the protection channels shall be routed.


V. Interfaces

The User-To-Network Interfaces (UNIs) at the SDP are mandatory unless marked optional:

Ethernet Services (EthS) Interfaces

	UNI Type
	Interface Type
	Standard
	Frequency of Operation or Fiber Type
	Payload Data
Rate or
Bandwidth
	Signaling
Protocol
Type/Granularity

	1
	Optical
	IEEE 802.3z
	1310 nm
	1.25 Gbps
	Gigabit Ethernet

	2
	Optical
	IEEE 802.3z
	850 nm
	1.25 Gbps
	Gigabit Ethernet

	3
	Optical
	IEEE 802.3
	1310 nm
	125 Mbps
	Fast Ethernet

	4
[Optional]
	Optical
	IEEE 802.3ae
	1310 nm
	10 Gbps
	10GBASE-SR (65 meters)

	5
[Optional]
	Optical
	IEEE 802.3ae
	850nm
	10 Gbps
	10GBASE-SW

	6
[Optional]
	Optical
	IEEE 802.3ae
	1550 nm
	10 Gbps
	10GBASE-ER

	7
[Optional]
	Optical
	IEEE 802.3ae
	1310 nm
	10 Gbps
	10GBASE-LR

	8
[Optional]
	Optical
	IEEE 802.3ae
	1550 nm
	10 Gbps
	10GBASE-LW

	9
[Optional]
	Optical
	IEEE 802.3ae
	1310 nm Multimode
	10 Gbps
	CWDM 10GBASE-LX4 (300 meters)

	10
[Optional]
	Optical
	IEEE 802.3ae
	1310 nm Single Mode
	10 Gbps
	CWDM 10GBASE-LX4 (10,000 meters)

	11
[Optional]
	Optical
	IEEE 802.3ae
	1310 nm Single Mode
	10 Gbps
	10GBASE-LW (10,000 meters)

	12
[Optional]
	Optical
	IEEE 802.3ae
	1550 nm Single Mode
	10 Gbps
	10GBASE-EW (40,000 meters)

	13
[Optional]
	Electrical
	IEEE 802.3
	N/A
	10 Mbps
	10Base

	14
	Electrical
	IEEE 802.3
	N/A
	100 Mbps
	100 Base

	15
	Optical
	IEEE 802.3
	
	1 Gbps
	1000Base

	16
	Optical
	ITU-T G.707
	1300 nm
	STM-4
	SDH

STM-1, VC-1 1 (DS1), VC-12 (E1), VC-3 (DS3, E3, other), VC-4

	17
	Optical
	ITU- G.707
	1300 nm
	STM-4c
	VC-4-4c

	18
	Optical
	IEEE 802.3z IEEE 802.3ab
	Multimode
	1 Gbps
	1000BASE-LX

	19
	Optical
	IEEE 802.3z IEEE 802.3ab
	Multimode
	1 Gbps
	1000BASE-SX

	20
[Optional]
	Electrical (Copper)
	IEEE 802.3z
	N/A
	1 Gbps
	1000BASE-CX

	21
[Optional]
	Electrical
(Twisted pair)
	IEEE 802.3z
	N/A
	1 Gbps
	1000BASE-T

	22
[Optional]
	Optical
	GR-253, ITU- T G.707
	1310 nm
	10 Gbps
	SONET or SDH


VI. Pre-cutover Activities

	Ethernet (EthS)  Checklist*

PRE-CUTOVER                                                                             STATUS            

	Administrative
	Has an Agency Hierarchy Code (AHC) been provided to the Networx vendor?
	

	
	Have Local Government Contacts (recommend at least two per location) been identified and contact information provided?
	

	
	Has a Project Specific Transition Plan Identifier been assigned?
	

	
	Note (P_OPS) in the Agency Service Request Number (ASRN) if this is parallel service
	

	Pre-Ordering/Design Decisions
	Has the underlying physical access type (optical, electrical, etc.) been determined?
	

	
	What underlying logical transport conversions will be utilized? (MPLS, SONET, ATM, FR, etc.)   Follow the available cutover plan for underlying transport services.
	

	
	Is access diversity/redundancy required and available?
	

	
	Are adequate entrance facilities available to support parallel access if required?
	

	
	Is any logical conversion being performed in the route path? This needs to be known to facilitate troubleshooting.
	

	
	Is any circuit emulation required in the route path?  (e.g. FR, ATM, TDM)
	

	
	Have the committed information rate (CIR) and burst rate requirements been identified?  What are the other rate profile attributes? (PIR, CBR, MBR)
	

	
	Which mode will the circuit operate in? (E-LINE vs. E-LAN)
	

	
	Will any traffic prioritization be required or supported?
	

	
	Have TSP authorization codes to revoke existing service for the underlying facility been provided if necessary?

Has TSP confirmation for new service for the underlying facility been provided to NCS, if necessary?

(Applies to dedicated access circuits)


	

	
	Verify the Networx Vendor supports the features and interfaces specific to the agency’s application.
	

	
	CPE requirements: Are Networx SEDs required? 
Will the local service CPE support parallel service? 
Determine HW/SW changes necessary in the local switching to accommodate the planned cutover strategy
	

	
	Define speed and termination points
	

	
	Determine adequacy of inside wiring if new LAN segments are being installed.
	

	
	Determine the Parallel Operations Period – all orders for parallel service will have to be so noted in the ASRN.
	

	
	Is spanning tree or other loop avoidance method required? This will be especially true for parallel service.
	

	
	How will VLAN identifiers be treated within the transport network? (e.g. preserve, translate, etc.) 
	

	
	Will Internet access be injected into the E-LAN transport routes?
	

	
	Verify speed and termination points.
	

	
	Prepare Fall-Back plan: 
Typically just a physical re-connect at the Government site or an administrative (logical) change if parallel service is physically maintained unless the cutover of the underlying access circuit was executed at the LEC Central Office. 
Even with parallel service maintained the FTS2001 vendor would still have to re-point all traffic terminating to the transitioning site back to the original FTS2001 service.
Follow any fallback plan for underlying physical and logical transport service.
	

	Site Preparation
	Is sufficient power capacity available?
	

	
	Is sufficient space available?
	

	
	Is spare rack space available?
	

	
	Is the HVAC system adequate?
	

	User Training
	Have users received training on trouble reporting, Network Inventory Code (NIC), LEC and IXC circuit IDs, Portal and toll free reporting, SED ownership, etc.?
	

	Installation
	Have SED(s) and Circuit(s) been installed and tested? Have Routing tables been completed?
	

	
	Verify physical level signaling parameters such as crosstalk, and Ethernet properties such as MAC address, span routing, etc. are correct on installed circuits.
	

	
	Has required inside wiring been installed and tested?
	

	Network Management
	Provide all new circuit and SED information to the affected Network Management Organization.
	

	Documentation
	Provide all “As-Built” drawings to site personnel and to the affected Network Management Organization.
	

	Execute Tests
	See Examples Below of a Networx Vendor Networx Services Verification Test Plan: Have the Agency LGC or Network Management Organization and Networx vendor reviewed the results of this testing to insure all is ready for the actual cutover?
	

	
Conduct Pre-Cutover Testing

	See Examples Below of a Networx Vendor Networx Services Verification Test Plan:
	


*Use this checklist in conjunction with Generic Cutover Checklist

VII. Testing Ethernet Service (EthS)  
The Agency should insure that all of the features and functions ordered with the service were delivered and are operational within the seventy two hour acceptance window. The Networx vendors are to perform verification testing on the service for each order at the initial service delivery to an Agency per the Networx service verification test plan.

	Bit Error Rate Tests (Perform for 24 hours)

	Test Pattern
	Duration in Seconds

	QRSS
	900

	All Ones
	300

	All Zeroes
	300

	1in8
	300

	Measure Delay
	in ms - above for AQL delay specs for the service requested

	Test and Turn-up Procedure for Ethernet Service continued

	 
	If the aforementioned test patterns pass, note results in the cutover plan and place the test set in the monitor mode.

	 
	The layer 2/3 tests are then conducted in the monitor mode.

	 
	A signal or ping test is conducted from the switch/router.

	 
	If the circuit passes all tests, the results will be posted in the cutover plan in the following format:

	Ethernet Service Verification Test Results

	 
	bos-edge-06#ping

	 
	Protocol [ip]:

	 
	Target IP address: example IP XXXXXXXXXX

	 
	Repeat count [5]: 500

	 
	Datagram size [100]: 1400

	 
	Timeout in seconds [2]:

	 
	Extended commands [n]:

	 
	Sweep range of sizes [n]:

	 
	Type escapes sequence to abort.

	 
	Sending 500, 1400-byte ICMP Echoes to IP XXXXXXXXXX, timeout is 2 seconds


If the service being obtained includes access redundancy the test should include unplugging the primary path and determining if the back-up path is used.
VIII. Cutover Activities

	FINAL CUTOVER
	
	

	Communicate schedule and status with stakeholders
	
	

	Obtain authorization to proceed or delay
	GO/NO-GO notification 


	

	Activate new service(s)
	
	

	Conduct acceptance test
	
	

	The Agency should notify Networx vendor  and TCC of rejection of service within 72 hours of cutover
	Acceptance period of 72 hours begins upon receipt of the Service Order Completion Notice (SOCN)
	

	Begin production
	
	

	Obtain signoffs for cutover completion
	
	

	Deactivate legacy service
	
	


IX. Transition Cutover Contact List

Transition Cutover Contact List







  Agency Name:  










Local Government Contact Personnel:

Name:  












Name:  











Title/Function:  










Title/Function:   








Location:   











Location:   










Mobile #:  











Mobile #:  










Office #: 











Office # 










Email:  












Email:  

















Networx Vendor:    










Networx Vendor Key Contact Personnel:

Name:  












Name:  











Title/Function:  










Title/Function:   








Location:   











Location:   










Mobile #:  











Mobile #:  










Office #: 











Office # 










Email:  












Email:  











Transition Cutover Contact List

(continued)







   CPE Vendor:  










CPE Vendor Key Contact Personnel:

Name:  












Name:  











Title/Function:  










Title/Function:   








Location:   











Location:   










Mobile #:  











Mobile #:  










Office #: 











Office # 










Email:  












Email:  

















Access Vendor:  










Access Vendor Key Contact Personnel:

Name:  












Name:  











Title/Function:  










Title/Function:   








Location:   











Location:   










Mobile #:  











Mobile #:  










Office #: 











Office # 










Email:  












Email:  











CUTOVER ISSUES LOG
	ISSUE #
	INITIATOR
	ISSUE SUMMARY

	
	
	

	Priority/Impact
	Owner
	Target Resolution Date

	
	
	

	Status
	Status Date
	Resolution
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