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Storage Services (SS) Cutover Checklist
I. Networx Service Functional Definition:  Storage Services (SS)
Agencies need highly available, robust, resilient Storage Services (SS) so that Agency data can be accessed securely without interruption through reliable, disaster-tolerant systems.
Storage Services provide 3 types of services:

1. Backup and Restore (BBKUP&R) to enable an Agency to backup copies of Agency data to Networx vendor’s data centers to be securely stored. The Networx vendor would restore the data as needed by the Agency.

2. Network Attached Storage (NAS) to enable an Agency to securely store and have continuous access to its files from Networx vendor’s data centers.

3. Storage Area Networks (SANs) to enable an Agency to securely store and continually access its data from Networx vendor’s data centers.

An Agency may also need additional services such as, but not limited to, assessment and development of Agency storage strategy, engineering and detailed design, and support of Agency Continuity of Operations (COOP).

Storage Services (SS) will connect to and interoperate with Agency data center networks including Agency SANs and LANs. Interconnection to transfer data between Agency locations and Networx vendor’s data centers will be accomplished by the use of underlying transport services supported by Networx, such as SONET, DFS, OWS, PLS, and Ethernet.
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II. Applicable standards include:
Storage Services (SS) will comply with the following standards, as applicable. After award, the Networx vendor may propose alternatives at no additional cost to the Government that meet or exceed the provisions of the standards listed below:

1) Storage Networking Industry Association (SNIA)

a) SNIA Storage Management Initiative Specification VERSION 1.0.1
2) Fibre Channel (FC) Industry Association (FCIA)

a) SFF-8410 Specification for HSS Copper Testing and Performance Requirements Rev 16.1 March 20, 2000

3) Internet Engineering Task Force (IETF)

a) RFC 3347 - Small Computer Systems Interface protocol over the Internet (iSCSI) Requirements and Design Considerations. M. Krueger, R. Haagens. July 2002. (Status: PROPOSED STANDARD)

b) RFC 3385 - Internet Protocol Small Computer System Interface (iSCSI) Cyclic Redundancy Check (CRC)/Checksum Considerations. D. Sheinwald, J. Satran, P. Thaler, V. Cavanna. September 2002. (Status: INFORMATIONAL)

4) International Standards Organization (ISO)

a) IS 18810:2001: Information technology - 8 mm wide magnetic tape cartridge for information interchange - Helical scan recording - AIT-2 with MIC Format

b) IS 14443-4:2001: Identification cards - Contactless integrated circuit(s) cards - Proximity cards - Part 4: Transmission protocol

c) IS 9541-1:1991/AM1:2001: Information technology - Font information interchange - Part 1: Architecture - Amendment 1: Typeface Design Grouping

5) International Committee for Information Technology Standards (INCITS)

a) INCITS 131:1994 (R1999)Small Computer System Interface - 2 (SCSI-2) [T10 ]

b) INCITS 230:1994 ([R1999) Fibre Channel (FC) - Physical and Signaling Interface (FC-PH) (T11)

c) INCITS 232:1996 (R2001) SCSI-2 Common Access Method Transport and SCSI Interface Module (T10 )

d) INCITS 269:1996 (R2001) SCSI-3 Fibre Channel Protocol (FCP) (T10) 
e) INCITS 270:1996 (R2001)SCSI-3 Architecture Model (SAM) (T10)

f) INCITS 272:1996 (R2001)Fibre Channel - Arbitrated Loop (FC-AL) (T11)

g) INCITS 289:1996 (R2001) Fibre Channel - Fabric Generic Requirements (FC-FG) (T11 )

h) INCITS 297:1997 (R2002) Fibre Channel 2nd Generation (FC-PH-2) (formerly FC-EP) (T11)

i) INCITS 301 (formerly X3.301):1997 (R2002) SCSI-3 Primary Commands (SPC) (T10)

j) INCITS 302:1998 SCSI-3 Parallel Interface - 2 (SPI-2) (T10)

k) INCITS 303:1998 Fibre Channel Physical and Signaling Interface-3 (FCPH-3) (T11)

l) INCITS 304:1997 (R2002) SCSI-3 Multimedia Commands (MMC) (T10)

m) INCITS 305:1998 SCSI Enclosure Services (SES) (T10)

n) INCITS 305:1998/AM1:2000 () Information Technology - SCSI – Enclosure Services (SES) - Amendment 1 (T10 )

o) INCITS 306:1998 SCSI-3 Block Commands (SBC) (T10)

p) INCITS 309:1997 (R2002) Serial Storage Architecture - SCSI-3 Protocol (SSA-S3P) (T10)

q) INCITS 314:1998 SCSI-3 Medium Changer Commands (SMC) (T10)

r) INCITS 318:1998 SCSI Controller Commands - 2 (SCC-2) (T10)

s) INCITS 321:1998 Fibre Channel - Switched Fabric and Switched Control Requirements (FC-SW) (Formerly FC-XS) [T11.3 ]

t) INCITS 325:1998 SCSI-3 Serial Bus Protocol 2 (SBP-2) (T10)

u) INCITS 326:1999 Fibre Channel (FC) 10KM Cost-Reduced Physical Variant (FC-10KCR) (T11)

v) INCITS 335:2000 Information technology - SCSI-3 Stream Commands (SSC) (T10)

w) INCITS 336:2000 Information technology - SCSI Parallel Interface-3 (SPI-3) (T10)

x) INCITS 342:2001 Fibre Channel Backbone (FC-BB) (T11.3)

6) Storage Performance Council (SPC)

a) SPC Benchmark-1 (SPC-1), Official Specification, Revision 1.7.0 (July 2003)

7) All new versions, amendments, and modifications to the above documents and standards when offered commercially.

III. Networx Performance Requirements
The Performance Levels and Acceptable Quality Level (AQL) of Key Performance indicators (KPIs) for Storage Services (SS) in the table below are mandatory unless marked optional.
Storage Services (SS) Performance Metrics
	Key Performance Indicator (KPI)
	Service Level
	Performance Standard (Threshold)
	Acceptable Quality Level (AQL)
	How Measured

	Backup and Restore

	Av(SS/ BBKUP&R)
	Routine
	99.9%
	≥ 99.9 %
	Availability is measured end-to-end and calculated as a percentage of the total reporting interval time that the storage service is operationally available to the Agency. Availability is computed by the standard formula:
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Where x = Backup & Restore

	Grade of Service
(Restore Time)
	Routine
	30 min
	≤ 30 min
	Restore time is the time taken to restore the first 50 GBytes of data. Therefore, all data is expected to be restored at a rate greater than 100 GBytes/hour.

	Network Attached Storage (NAS)

	Av (SS/NAS)
(single server)
	Routine
	99.9%
	≥ 99.9 %
	Availability is measured end-to-end and calculated as a percentage of the total reporting interval time that the storage service is operationally available to the Agency. Availability is computed by the standard formula:
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Where x = NAS

	Av (SS/NAS)
(clustered servers)
	Routine
	99.99%
	≥ 99.99%
	

	Av (SS/NAS)
(mirrored servers)
	Routine
	99.999%
	≥ 99.999%
	

	EN
(Total Scheduled
Downtime)
	Routine
	8 hours/month
	≤ 8 hours per month
	

	
	Critical
	8 hours/year
	≤ 8 hours per year
	

	Storage Area Network (SAN)

	Av(SS/SAN)
(Single connectivity)
	Routine
	99.95%
	≥ 99.95%
	Availability is measured end-to-end and calculated as a percentage of the total reporting interval time that the storage service is operationally available to the Agency. Availability is computed by the standard formula:
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Where x = SAN

	Av(SS/SAN)
(Dual connectivity)
	Routine
	99.999%
	≥ 99.999 %
	

	Time to Restore (TTR)
	Without Dispatch
	4 hours
	≤ 4 hours
	The Networx vendor will calculate Time to Restore (TTR) as the elapsed time between the time a service outage is recorded in the Trouble Management System and the time the service is restored minus any (1) time due to scheduled network configuration change or planned maintenance or (2) time, as agreed to by the Government, that the service restoration of the service cannot be worked due to Government caused delays. Examples of Government caused delays include: 1) the customer was not available to allow the Networx vendor to access the Service Delivery Point or other customer-controlled space or interface; 2) the customer gave the Networx vendor an incorrect address for the SDP; 3) the customer failed to inform the Networx vendor that a security clearance was required to access the SDP or customer-controlled space; 4) or the Government required service at a remote site and agreed that a longer transit time was required.

	
	With Dispatch
	8 hours
	≤ 8 hours
	


IV. Interfaces

Table: Storage Services (SS) Interfaces

	UNI Type 
	Interface Type 
	Standard 
	Frequency of Operation 
	Payload Data Rate or Bandwidth 
	Signaling or Protocol Type 

	1 
	Optical 
	IEEE 802.3z 
	1310 nm 
	1.25 Gbps 
	Gigabit Ethernet 

	2 
	Optical 
	IEEE 802.3z 
	850 nm 
	1.25 Gbps 
	Gigabit Ethernet 

	3 
	Optical 
	IEEE 802.3 
	1310 nm 
	125 Mbps 
	Fast Ethernet 

	4 
	Optical 
	ANSI 
	1310 nm 
	133 Mbps 
	Fibre Channel 

	5 
	Optical 
	ANSI 
	1310 nm 
	266 Mbps 
	Fibre Channel 

	6 
	Optical 
	ANSI 
	1310 nm 
	531 Mbps 
	Fibre Channel 

	7 
	Optical 
	ANSI 
	1310 nm 
	2 Gbps 
	Fibre Channel 

	8 
	Optical 
	IBM 
	850 nm, 1310 nm 
	1.06 Gbps 
	ISC 

	9 
	Optical 
	GR-253, 
ITU‑T G.707 
	1310 nm 
	155 Mbps 
	SONET or SDH 

	10 
	Optical 
	GR-253, 
ITU‑T G.707 
	1310 nm 
	155 Mbps 
	SONET or SDH Concatenated 

	11 
	Optical 
	GR-253, 
ITU‑T G.707 
	1310 nm 
	622 Mbps 
	SONET or SDH 

	12 
	Optical 
	GR-253, 
ITU‑T G.707 
	1310 nm 
	622 Mbps 
	SONET Concatenated 

	13 
	Optical 
	
	1310 nm 
	155 Mbps 
	ATM 

	14 
	Optical 
	
	1310 nm 
	155 Mbps 
	ATM over SONET 

	15 
	Optical 
	
	1310 nm 
	622 Mbps 
	ATM 

	16 
	Optical 
	
	1310 nm 
	622 Mbps 
	ATM over SONET 

	17 
	Optical 
	GR-253, 
ITU‑T G.707
	1310 nm 
	2.5 Gbps 
	SONET or SDH 

	18 
	Optical 
	GR-253, 
ITU‑T G.707
	1310 nm 
	2.5 Gbps 
	SONET or SDH Concatenated 

	19 
	Optical 
	GR-253, 
ITU‑T G.707
	1310 nm 
	10 Gbps 
	SONET or SDH 

	20 
	Copper/Optical
/Coaxial Cable 
	10 Base-T/TX/FX
(Std: IEEE 802.3) 
	
	Link bandwidth: Up to 10 Mbps 
	1. IP (v4/v6)

2. IEEE 802.3 Ethernet MAC 

	21 
	Copper/Optical
/Coaxial Cable 
	100 Base-TX/FX 
(Std: IEEE 802.3) 
	
	Link bandwidth: Up to 100 Mbps 
	1. IP (v4/v6) 

2. IEEE 802.3 Ethernet MAC 

	22 
	Optical 
	1000 Base-T/L/LX
1000 Base-B/BX/PX
(Std: IEEE 802.3) 
	
	Link bandwidth: Up to 1 Gbps 
	1. IP (v4/v6) 

2. IEEE 802.3 Ethernet MAC 

	23 
[Optional] 
	Optical 
	10 GbE 
(Std: IEEE 802.3) 
	
	Link bandwidth: Up to 10 Gbps 
	1. IP (v4/v6) 

2. IEEE 802.3 Ethernet MAC 


V. Pre-cutover Activities
	Storage Services (SS) Checklist*

	PRE-CUTOVER
	
	STATUS

	Administrative
	Has an Agency Hierarchy Code (AHC) been provided to the Networx vendor?
	

	
	Have Local Government Contacts (recommend at least two per location) been identified and contact information provided?
	

	
	Has a Project Specific Transition Plan Identifier been assigned?
	

	
	Note (P_OPS) in the Agency Service Request Number (ASRN) if this is parallel service
	

	Pre-Ordering/Design Decisions
	What service or combination of services will the Agency be utilizing? (BBKUP&R, NAS, SAN)
	

	
	Has the underlying access type been determined? 
(e.g., OWS, SONET, Ethernet, PLS etc.)
	

	
	Has the Agency defined the network interface (UNI) required to connect to the storage service?
	

	
	Has the Agency determined if transport diversity or redundancy will be required to connect to the managed service provider?
	

	
	Has the Agency determined if the storage network will be flat (VLANs and/or other Layer 2 connections) or tiered (IP addressed, VPNs, and/or other Layer 3 requirements)?
	

	
	Has the Agency defined a baseline or initial storage environment such as capacity, raid level, and online retrieval and/or offline archive schedules?
	

	
	Has the Agency considered the requirements for RDR (Remote Data Replication – Offsite / Offline Archival) or RDM (Remote Data Mirroring – Offsite / Online Archival)?
	

	
	Has the Agency specific security policy regarding storage been defined and applied? (e.g. user permissions, network access, data encryption, transport encryption, etc.)
	

	
	If the Agency is changing vendors, has the Agency identified how stored data with the incumbent will be transferred or transported to the new Networx vendor’s storage solution?
	

	
	Has the Agency considered disposition of data previously stored or archived on an incumbent service, such as destruction, transfer, or repossession of media, including authentication, authorization, and accountability of any required action? 
	

	
	Verify the Networx Vendor supports the features and interfaces specific to the Agency’s application.
	

	
	Are Networx SEDs required? 
Will the local service SED, such as fibre-channel interfaces or network interface cards, support operation and/or parallel service? 
	

	
	Determine HW/SW changes necessary in the local switching and storage architecture to accommodate the planned cutover strategy.
	

	
	Verify speed and termination points.
	

	
	Determine adequacy of inside wiring.
	

	
	Have TSP authorization codes to revoke existing service been provided if necessary?

 (Applies to dedicated access circuits)
	

	
	Determine the Parallel Operations Period – all orders for parallel service will have to be so noted in the ASRN.
	

	
	Prepare Fall-Back plan: 
Perform a pre-cutover full data backup as necessary.

Under parallel service, the fallback process will include restoring device configurations and redirecting data pathways to use original services that are still connected (Dual Network).

It is recommended that parallel service be maintained in regards to fall-back planning for this service.
A more specific Agency fallback plan should be developed as part of the design and planning process with consideration for all underlying and selected service elements.
	

	Site Preparation
	Is sufficient card space available for network interface cards in existing servers or storage gateways?
	

	
	Is sufficient space available to install underlying transport SEDs or new storage gateways?
	

	
	Is spare rack space available?
	

	
	Is the HVAC system adequate?
	

	User Training
	Have users received training on features and operation, data access, backup and restore procedures?

 Have users received training on trouble reporting, Network Inventory Code (NIC), LEC and IXC circuit IDs, Portal and toll free reporting, SED ownership, etc.?
	

	Installation
	Have SED(s) and underlying transport circuit(s) been installed and tested?
	

	
	Have signaling parameters been setup between Agency devices and storage subsystems?
	

	
	Has required inside wiring been installed and tested?
	

	
	Have any required software been installed e.g. Backup Software Agents?
	

	Network Management
	Provide all new circuit and SED information to the affected Network Management Organization.
	

	Documentation
	Provide all “As-Built” drawings and Operational procedures to site personnel and to the affected Network Management Organization.
	

	Execute Tests
	See Examples Below of a Networx Vendor Networx Services Verification Test Plan: Have the Agency LGC or Network Management Organization and Networx vendor reviewed the results of this testing to insure all is ready for the actual cutover?
	

	Conduct Pre-Cutover Testing
	See Examples Below of a Networx Vendor Networx Services Verification Test Plan:
	


*Use this checklist in conjunction with Generic Cutover Checklist

VI. Test Examples:

The Agency should insure that all of the features and functions ordered with the service were delivered and are operational within the seventy two hour acceptance window. The Networx vendors are to perform verification testing on the service for each order at the initial service delivery to an Agency per the Networx service verification test plan. 

Because the Storage Service is customizable to the Agencies particular requirements, an Agency Specific Test Plan should be developed as part of the engineering and design process. These examples depict types of tests that might be included in your test plan.

· Test connectivity to the storage device.

· Write data or perform a backup to the storage system.

· Read data or perform a restore from the storage system.

· Test redundant transport connections by failing the active connection and ensuring the service can be reached or maintained using the standby path.

· Ensure connectivity to reporting tools or service portals.

· Test software agents in cooperation with Vendor’s service management team.

· Verify security policies including user permissions and network access as appropriate.

· If Backup and Restore service is ordered, verify the time to restore.

VII. Cutover Activities

	FINAL CUTOVER
	
	

	Communicate schedule and status with stakeholders
	
	

	Obtain authorization to proceed or delay
	GO/NO-GO notification 


	

	Activate new service(s)
	
	

	Conduct acceptance test
	
	

	The Agency should notify Networx vendor  and TCC of rejection of service within 72 hours of cutover
	Acceptance period of 72 hours begins upon receipt of the Service Order Completion Notice (SOCN)
	

	Begin production
	
	

	Obtain signoffs for cutover completion
	
	

	Deactivate legacy service
	
	


VIII. Transition Cutover Contact List

Transition Cutover Contact List







  Agency Name:  










Local Government Contact Personnel:

Name:  












Name:  











Title/Function:  










Title/Function:   








Location:   











Location:   










Mobile #:  











Mobile #:  










Office #: 











Office # 










Email:  












Email:  

















Networx Vendor:    










Networx Vendor Key Contact Personnel:

Name:  












Name:  











Title/Function:  










Title/Function:   








Location:   











Location:   










Mobile #:  











Mobile #:  










Office #: 











Office # 
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Email:  











Transition Cutover Contact List

(Continued)







   CPE Vendor:  










CPE Vendor Key Contact Personnel:

Name:  












Name:  











Title/Function:  










Title/Function:   








Location:   











Location:   










Mobile #:  











Mobile #:  










Office #: 











Office # 










Email:  












Email:  

















Access Vendor:  










Access Vendor Key Contact Personnel:

Name:  












Name:  











Title/Function:  










Title/Function:   








Location:   











Location:   










Mobile #:  











Mobile #:  










Office #: 











Office # 










Email:  












Email:  











CUTOVER ISSUES LOG
	ISSUE #
	INITIATOR
	ISSUE SUMMARY

	
	
	

	Priority/Impact
	Owner
	Target Resolution Date

	
	
	

	Status
	Status Date
	Resolution
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