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1. Introduction
Virtualization has the potential to offer tangible savings and benefits in terms of energy-efficiency, physical footprint, and streamlined resource management and administration. While virtualization concepts and technologies are not new, “green” energy programs and IT consolidation efforts have spurred renewed interest in these technologies, and increasingly, virtualized instances of key IT infrastructure components are replacing physical hardware.
At a high level, a virtualized server environment (typically referred to as a “guest” operating system) is characterized as a software operating system that is running on top of another operating system (also referred to as the “host” operating system and sometimes as a hypervisor), typically within a container that has limited interaction with its host environment. Virtualization environments enable multiple guest operating systems to run alongside of one another, meaning that one physical server can now be used to host multiple, concurrent operating systems from largely any vendor, manufacturer, or platform. No longer are IT system managers required to maintain separate physical servers to run legacy, proprietary, or custom applications that require a particular operating system. Virtualization effectively enables IT managers to de-couple software from physical hardware.
For example, if an IT manager has a requirement to run a legacy UNIX system for back-end billing functions and a Windows Server 2003 host for a custom web front-end, no longer does she need to maintain two separate physical servers for these applications. One physical server can be used to run virtualized instances of a UNIX operating system and Windows 2003 Server concurrently, resulting in space and energy savings. Virtualization technologies allow organizations to collocate and consolidate physical resources onto a single virtualization platform for significant space, energy, and cost savings.
This changing IT paradigm also presents some unique security challenges. Virtualization is re-defining how organizations think about network and security architecture, and this requires a forward-leaning approach to security to anticipate and prepare for this change.
This guide applies to virtualized server implementations operating in GSA. It is not meant to replace a well-structured policy or sound judgment. Instead, it captures best practices for securely configuring virtual environments. The guide establishes a reasonable balance between security and functionality, and makes use of both vendor-developed and consensus-driven CIS guidelines to establish a baseline from which additional security controls can be added or removed to address site-specific business needs or operational requirements. 
1. Purpose
The GSA IT Security Procedural Guide Hardening Virtualized Servers defines a set of key principles and best practices for hardening virtualized servers in the GSA environment. 
Whenever possible, this guide references existing documentation and policies that can be extended to the virtual environment.
1. Assumptions
Virtualization has the potential to change the way we provision, protect, and manage IT resources. In an effort to take a measured, deliberate approach to virtualization and security, this guide defines a set of standards for deploying virtualized resources in a manner that is consistent with current practices, auditing standards, and policies in place in GSA. Consequently, this guide makes recommendations that may not reflect the most aggressive application of virtualization technologies. Instead, this guide balances security requirements with the efficiency and cost benefits that can be leveraged through virtualization. 
The documents referenced in this guide represent both vendor-supplied and industry-developed consensus hardening guides built from a broad perspective of professionals in the compliance, audit, security research, software, government, and legal domains. While efforts are made to incorporate a broad and diverse perspective on security in the virtual space, this is a dynamic, evolving field and these guides will likely be enhanced considerably as more attention is focused on security and virtualization. It will be incumbent upon all GSA staff to be aware that these guidelines will be under constant development and require familiarization on an ongoing basis.
This guide is not intended to address all facets of virtualization, including virtualizing desktop systems or endpoints. Where appropriate, the guide will reference specific steps or documents that can be used to supplement the guidance in this guide. The document does not address site-specific configuration issues. 
1. Documents Referenced 
· CIS Virtual Machine Benchmark v1.0.0
· CIS VMware ESX Server 3.x Benchmark v1.0.0
· CIS Xen 3.2 Benchmark v1.0.0
· Haletky, Edward L. VMware vSphere and Virtual Infrastructure Security, Securing the Virtual Environment. Boston, MA: Pearson Education, Inc, 2009.
· VMWare Infrastructure 3 (VMware ESX 3.5 and VMWare VirtualCenter 2.5) Best Practices
· Gartner Information Security Summit Presentation: Securing Virtualization, Virtualizing Security
· GSA CIO P 2100.1E
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Warnings Do not attempt to install any of the settings in this guide without first testing in a non-operational environment. This document is only a guide containing a baseline of recommended security settings. It is not meant to replace well-structured policy, or address those security issues that are more programmatic in nature. Furthermore, this document does not address site-specific configuration issues. Care must be taken when implementing this guide to address these issues. The security changes described in this document should be applied to all virtual server environments. Virtual servers can be severely impaired or disabled with incorrect changes or accidental deletions when using programs (e.g. editing virtual disk configuration files or partitioning disks) to change the operational configuration. Therefore, it is extremely important to test all settings recommended in this guide before installing them on an operational network. 
1. Security Principles
2. Maintain a Defense in Depth Posture
Defense in Depth is a concept that refers to the partitioning of security resources in a configuration that minimizes the likelihood that a single vulnerability penetrates several defensive mechanisms. Many organizations apply this principle when provisioning Web, Application, and Database resources on dedicated, firewalled server hardware. Such a configuration provides security by ensuring that vulnerabilities cannot easily cascade through the security of the other tiers. This is a robust strategy that relies on the physical separation of resources to strengthen the security and integrity of the system.
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Figure 1, Example of Defense in Depth strategy; note that these can also be generalized as Internet, Application, and Data “Zones”
While virtualization products may allow virtualized instances of guest systems to communicate over distinct virtual LANs (VLANs) or virtual network interface cards (NICs) to facilitate a Defense in Depth architecture, a misconfiguration or software vulnerability could easily allow an attacker to penetrate the virtualized Defense in Depth model. Guest operating systems reside on the same physical hardware, and the presence of a single software fault in the virtualization stack represents a single point of failure that would violate defensive concepts and methodologies.
GSA Guidance:
If an organizational assessment of risk indicates that information systems should be partitioned into separate physical domains, virtual partitioning should not be used as a substitute. As an example, if an organization is looking to virtualize Web, Application, and Database tiers that are physically partitioned in accordance with a risk-based design decision, virtualizing the servers on the same physical hardware should not be considered an equivalent design decision. As an alternative, to benefit from the economics of virtualization, multiple Web tiers could be consolidated onto one physical server, and likewise multiple Database tiers can be consolidated onto one physical server.
1. Consolidate According to FIPS 199 Categorization
GSA security policy identifies roles, responsibilities, and requirements for the management of IT assets according to FIPS Publication 199, “Standards for Security Categorization of Federal Information and Information Systems.” As this standard is used a lynchpin for security processes in the enterprise, GSA resources should be consolidated by FIPS 199 risk categorization level in order to maintain consistency with existing practices and policies. 
Host and guest operating systems share physical resources. Consequently, it may be possible, either through inadvertent misconfiguration or by way of software exploitation, for a virtual guest system to examine traffic and data from other guest containers (see Section 5.10 for more information). 
GSA Guidance:
A host environment and all of its guest operating systems will be classified according to the highest FIPS 199 classification level of any server running on the virtual framework. Thus, if a business unit elects to consolidate virtual instances of both a low and high-risk system, the system, in its entirety (including the physical host system and the formerly “low” risk system), will be considered a high-risk system:
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Figure 2, The overall FIPS 199 risk categorization for a system defaults to the highest categorization of any system residing on the platform. VM's should be condensed according to FIPS 199 categorization for consistency with existing policy and audit standards.
1. Enable Hardware-based Security and Virtualization Features
Newer processors from manufacturers like AMD and Intel provide optimized feature sets that improve the overall efficiency and functionality of virtualized environments (AMD-V and Intel-VT). Hardware-based virtualization improves system resiliency and performance, and these processors may also incorporate security features that improve the security of the virtual framework. As an illustration, some processors include capabilities to prevent the execution of code from special areas of memory reserved for data use. This attack vector is often seen in buffer overflow attacks, where an attacker constructs a special buffer in order to allow execution of arbitrary code. In the virtualized environment, a buffer overflow in a guest operating system or host could potentially expose all systems resident on the hardware. 
GSA Guidance:
If hardware-based security features can be enabled without impairing system resiliency or reliability, these feature sets should be enabled to minimize the likelihood of a successful zero-day buffer overflow attack in the virtual stack.
1. Plan the Delegation of Administrative Accounts
The administrator of a virtual host environment has extensive control over virtual servers running on the system: a host administrator can start, stop, pause, reboot, change boot parameters, and configure virtual servers running on the host. Since host administrative users can access protected functionality for virtual servers within the physical system boundary, host administrators should be properly authorized to perform administrative functions for these virtual containers.
GSA Guidance:
To properly manage administrative accounts for virtual server environments, every administrator of the virtual host or hypervisor should be properly authorized to administer any other environment within the boundaries of the physical system. The appropriate authorization and account management standards governing administrative accounts will be applied across each server environment on the host. 
1. Restrict Access to the Physical Host Environment 
Virtual machine monitors provide virtual machines with the ability to interact with physical devices on the underlying host hardware. Serial ports, floppy drives, USB disks, CD/DVD ROM drives, printers, guest/host copy and paste operations, and shared folders are just some of the underlying components of the host system that can be accessed by users within a virtual machine. In many instances, non-administrative users can access these resources (e.g. CD/DVD drive), presenting a potential security issue if an unauthorized user could exploit these mechanisms to access sensitive information on the host server. 
Figure 3, Virtual servers can access the underlying physical hardware and file system. GSA recommends disabling any unnecessary interfaces shared between the virtual server and VMM.
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GSA Guidance:
In order to maintain Defense in Depth in the virtual environment, all unnecessary devices and features that provide physical device access from the virtual environment will be disabled.
1. Consistently Patch Guest and Host Systems
When virtualizing IT infrastructure, the importance of patching cannot be overstated. When coalescing multiple servers onto one physical piece of hardware, a well-designed software flaw in either the host environment or any of its virtual containers places all resident data and virtual systems at risk. While physical partitioning currently mitigates some of the risk for physically segregated systems, a virtualized framework represents a single point of failure. 
GSA Guidance:
Both the host environment and any guest operating systems must be fully patched in accordance with GSA policy. GSA personnel are responsible for ensuring that all systems, including virtual containers, are fully patched and up-to-date.
Note that many vendor products utilize custom operating system kernels that may be based upon other commercial products (e.g. custom Linux kernels). Care must be taken to only install those patches and updates that are designed for the specific product being used, not a derivative or related product. Installing a system patch for another product could have detrimental effects on the security of the framework.
1. Secure the Storage Environment
The state, configuration, and resident data of a virtual machine are contained within a set of configuration and virtual disk files that may reside on disk, tape, or on a network-addressable Storage Area Networks (SAN). These files can be moved or copied to another environment with no impact on the virtual system either through a USB device, transferred by FTP, or even sent over email. Virtual containers are highly mobile devices, since they are fully functional systems that have no physical hardware or components.
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Since account login controls can be easily defeated in the virtual environment, possession of a virtual disk would give an unauthorized party access to all of the data encapsulated within the virtual machine. For this reason, properly securing any virtual disk content is critical to ensuring the integrity and confidentiality of information stored within a virtual container.
GSA Guidance:
GSA recommends isolating virtual machine repositories, whether locally accessible or available on a SAN, from hosts that have no business case for accessing the datastore. In addition, consideration should be given to segregate storage of virtual machines that reside in a DMZ from virtual machines that reside outside of the DMZ. 
Services or hosts that can access virtual machine disk storage will be hardened to prevent unauthorized access to the repository or abuse of system resources (e.g. through a backup proxy server). Virtual disk permissions should be carefully reviewed to ensure that virtual disks are accessible only by personnel with the appropriate authorization.
Organizations with stringent security requirements may opt to encrypt virtual disk files to provide even greater protection for data at rest.
1. Harden the Host Environment
System connectivity, file system permissions, extraneous services, and operating system service accounts in the underlying host environment can be abused by an attacker to obtain unauthorized access to the virtualized instances running on the host. 
GSA Guidance:
In order to minimize unnecessary exposure to virtual servers and resources, host and hypervisor settings will be configured to meet business requirements using the most restrictive set of permissions and access. If the virtualization product is based on a customized operating system kernel, personnel should follow any available vendor-supplied guides for hardening the host. If the product is installed on an off-the-shelf operating system, staff should follow the applicable hardening guides:
· AIX 1.01 10/2005 (CIS)
· HP-UX 1.4.2 06/2008 (CIS)
· Novell OES:NetWare 1.0 08/2006 (CIS)
· Red Hat Linux 4 1.0.5 10/2006 (CIS)
· Red Hat Linux 5 (for RHEL 5) 1.1.2 06/2009 (CIS)
· Solaris 2.5.1 - 9.0 1.3 08/2004 (CIS)
· Solaris 10 11/06 and 8/07 4.0 11/2007 (CIS)
· SUSE Linux 2.0 05/2008 (CIS)
· Windows 2003 Server Hardening Guide Package (CIO IT Security 04-25) 2.0 06/2006 (GSA)
· Windows Server 2008 Security Guide (part of the Microsoft Security Compliance Management Toolkit) 02/2009 (Microsoft)
An important element of this hardening phase will be the configuration of an integrity-monitoring control to secure critical elements of the host virtualization framework. 
Personnel will ensure that key system configuration files and permissions remain in a consistent and secure state. Corruption or loss of file system fidelity in the hypervisor will translate to corruption and loss of resident virtual resources hosted on the system.
1. Centralize and Secure System Management Interfaces
Virtual machine monitors (VMMs) may provide a unified console or management interface to configure and administer virtual machines. This console or interface represents the master/primary administrative interface used to configure, administer, and update containers on the VMM. Consider a web-based VMM management interface that has not been configured for use with TLS/SSL and transmits authentication data in the clear. If an attacker were to compromise these credentials, the attacker will be able to access all virtual server resources on that host. Theft of management interface credentials will breach the security on all of the hosted virtual servers on the host.
GSA Guidance:
Since the VMM management interface enables access to all virtual servers on the device, securing the VMM management interfaces is considered one of the highest priorities when standing up a virtual environment.
Many of these management interfaces provide additional auditing and logging capabilities that provide activity details that may not be available if managed using alternative methods. GSA recommends selecting management interfaces that provide the fullest feature set that should include a robust audit capability, channel encryption using TLS, and strong password or PKI-based authentication to access the management interface.
1. Consider Partitioning Disk Space and Network Allocation
Users in virtual containers have the potential to excessively consume system resources or exploit configuration vulnerabilities to interact with the host environment or other virtual containers on the system. 
When virtual servers share physical disk space, one virtual machine may be able to consume disk space shared by other virtual machines. For example, if a user in one virtual machine could generate an exhaustive list of errors that were logged to a file, the log file could exhaust usable disk space and block disk operations of the other virtual machines on the volume.
This is an important design consideration when planning the deployment of development and production virtual servers. For example, if virtual test and production servers were located on the same host, a design flaw in a test application could inadvertently saturate the network link on the server, denying network service for all hosts on the system.
In addition, if virtual machines share the same network segment and/or network interface, a user in a virtual environment could attempt to spoof Address Resolution (ARP) packets to redirect traffic on the network segment. This could effectively cause the inspection and misdirection of traffic for collocated virtual machines and the host server. 
GSA Guidance:
Production, development, and test servers may have very different uptime and reliability requirements. Organizations should understand and consider the impact of mixing different environments onto the same physical hardware. For production environments with stringent uptime and reliability requirements, organizations may want to consider partitioning virtual machines on different disk volumes. This partitioning scheme would minimize interaction between virtual servers and lessen some risk associated with file system corruption.
If an organizational has made a risk-based decision that a virtual server should maintain its own segregated network connection, the virtual server can utilize a separate physical network interface card (NIC) to provide the greatest channel security and privacy.
[image: image30]
Figure 4, Example virtual server configuration showing disk and NIC partitioning
1. Additional Information
Additional information regarding the CIS benchmark guides can be obtained at the following website:
http://www.cisecurity.org
Details regarding the Microsoft Windows Server 2008 Security guide can be obtained from:
http://www.microsoft.com
1. Points of Contact
For additional information contact the Office of the Senior Agency Information Security Officer (SAISO) in the GSA Office of the Chief Information Officer at (202) 501-7298 or (202) 501-2450. 
