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1 Introduction

This guide applies to Sun Solaris systems operating in the GSA network environment.  It is not meant to replace a well-structured policy or sound judgment.  Instead, it captures best practices for securely configuring Sun Solaris systems.  The guide establishes a reasonable balance between security and functionality.  It includes the recommended security configurations for Sun Solaris systems and serves as a baseline from which additional security controls can be added or removed to address site-specific business needs or operational requirements.  In developing this guide both government and commercial security guides were referenced.  

1.1 Purpose

The GSA IT Security Procedural Guide – Sun Solaris Hardening defines recommended security settings for Sun Solaris systems connected to GSA’s network.  The document does not address site-specific configuration issues.  

1.2 Scope

This document describes countermeasures against common, known attacks that maliciously expose or modify data or services on Sun Solaris operating systems.  The goal of this document is to make the Sun Solaris OS configuration as secure as it reasonably and practically can be.

1.3 Assumptions 

This document was drafted under the assumption that:

· GSA systems are utilizing Sun Solaris version 2.6 through Solaris 8 as the operating system.

· The System is being rebuilt from scratch from approved Solaris installation media.

· The system is a server/workstation operating on the GSA Local Area Network (LAN) and is protected behind firewalls and routers.

1.4 Documents Referenced

Both government and industry best practice guidance was used to develop the proposed configurations contained in this document. Below is a list of documents referenced:

· Solaris for Managers and Administrators Third Edition

· SANS Top 20 Security Vulnerabilities

· The CERT Guide to System and Network Security Practices by Julia H. Allen 

· SANS Solaris step-by-step Security ver. 1.0

· Guardent Proprietary Sun Solaris Hardening Guidelines

1.5 Document Breakdown

The rest of this document includes the following sections:

· Section 2 – Sun Solaris Hardening Checklist – this checklist contains, in brief form, all of the activities necessary to secure Sun Solaris systems.

· Section 3 – Sun Solaris Hardening Procedures – provides detailed information on how to accomplish the activities contained within the Sun Solaris Hardening Checklist.  Each procedure will include four components, including:

· Task Heading – Identifies the checklist element for which the ensuing set of procedures detail.
· Issue – Identifies the vulnerability and details purpose for remediation.
· Corrective Action – Detailed procedures to correct the security vulnerability identified in the task heading.  
· Caveat – Provides added information that complements the corrective action and identifies possible effects the change may have on other configuration settings or vice versa.  
· Section 4 – Points of Contact – provides information on who to contact if you have questions regarding this guide.

	WARNINGS

· Do not attempt to install any of the settings in this guide without first testing in a non-operational environment

· This document is a guide containing a baseline of suggested security settings for Sun Solaris.  It is not meant to replace well-structured policy or sound judgment.  Furthermore, this document does not address site-specific configuration issues.  Care should be taken when implementing this guide to address these issues.

· A Sun Solaris system can be severely impaired or disabled by incorrect changes or accidental deletions when using programs to change the system configuration.  Therefore, it is extremely important to test all settings documented in this guide before installing them on an operational network.


2 Sun Solaris Hardening Checklist

Sun Solaris systems administrators should use the following checklist as an aid when securing the operating system. Before beginning the checklist, take the following actions:

· Ensure that the system is not connected to the GSA network.

· Obtain a GSA approved Sun Solaris Baseline Installation CD.

· Download any necessary Recommended Patch Clusters, and additional software.

· Create a CD or other removable media that includes the necessary Patch files and software.

Instructions: Complete the following steps shown below.  The steps should be reviewed and implemented based upon a risk management strategy for the system.

	System Name
	

	IP Address
	

	Operating System
	

	Patch-level
	


	Security Criteria
	Sun Solaris Procedures Reference
	Feature Enabled (Yes/No)

	Initial Configuration
	Section 3.1.1
	

	Minimal OS Installation
	Section 3.1.2
	

	Disk Partitioning Strategy
	Section 3.1.3
	

	Installing Patches
	Section 3.1.4
	

	Disable unnecessary services
	Section 3.2.1
	

	Remove unnecessary packages
	Section 3.2.2
	

	Remove unnecessary system Binaries
	Section 3.2.3
	

	Remove setuid bit from remaining system binaries
	Section 3.2.4
	

	Disable unnecessary accounts
	Section 3.2.5
	

	Restricting the use of su
	Section 3.2.6
	

	Modify /etc/init.d/inetinit
	Section 3.2.7
	

	Buffer overflow protection
	Section 3.2.8
	

	Modify login defaults
	Section 3.2.9
	

	Sendmail Modification
	Section 3.2.10
	

	Fix-modes script
	Section 3.2.11
	

	Modify login banners
	Section 3.2.12
	

	Install access-control wrappers
	Section 3.2.13
	

	Install ssh binaries
	Section 3.2.14
	

	Install tripwire
	Section 3.2.15
	

	Configure /etc/resolv.conf
	Section 3.2.16
	

	OpenBoot Settings
	Section 3.3.1
	

	Ensure system clocks are accurate
	Section 3.3.2
	

	Restrict access to cron
	Section 3.3.3
	

	File system configuration
	Section 3.4.1
	

	Configure NFS mounts with access control
	Section 3.4.2
	

	Fix permissions on login and initialization files
	Section 3.4.3
	

	Tripwire configuration
	Section 3.5.1
	

	Enable extended logging
	Section 3.5.2
	

	Modify /etc/mail/aliases
	Section 3.5.3
	

	Logcheck / Log Sentry
	Section 3.5.4
	

	Modify root crontab
	Section 3.5.5
	

	Securing ISC BIND & DNS
	Section 3.6.1
	

	 Securing Sendmail
	Section 3.7.1
	

	Securing Apache
	Section 3.8.1
	

	Running Apache in a chroot jail
	Section 3.8.2
	

	Maintain Physical Security of the system
	Section 3.9.1
	


3 Sun Solaris Hardening Procedure

The following procedures will help system administrators implement the steps described in the Sun Solaris Hardening Checklist.

3.1 Operating System Installation


3.1.1 Initial Configuration 3.1.1.1 Issue
During the process of booting off of CD-ROM for the initial OS install, the administrator is prompted for local host configuration information.

3.1.1.2 Corrective Action
Exhibit 3.1-1 describes at a high level the steps involved, and host configuration information needed to complete the initial OS install.

Exhibit 3.1‑1 Initial Configuration

	Step
	Procedures

	1.
	Boot from most current Solaris OS CD-ROM

	2.
	Enter host name

	3.
	Select “Networked” (even if the machine is currently disconnected)

	4.
	Enter IP address

	5.
	Select “None” for name service

	6.
	Enter appropriate netmask information

	7.
	Select time zone

	8.
	Verify that the date/time presented by the system is correct


3.1.2 Minimal OS Installation
3.1.2.1 Issue
Modern Unix systems contain a huge variety of programs that, while useful, significantly reduce the security of the host platform.  Install the smallest operating system image provided by Solaris that meets your business goals.  For Internet-connected platforms such as Web and FTP servers, install only the “Core System Support” image. User desktops may need other packages, which contain CDE, programming tools and include files, etc.

3.1.2.2 Corrective Action
Exhibit 3.1-2 below outlines the baseline procedures involved in the minimal OS installation. 

Exhibit 3.1‑2 Minimal OS Installation

	STEP
	Procedure

	1.
	Choose “Initial” install (not upgrade) to start with a clean system image.

	2.
	Configure the machine as a “Standalone” server. The machine should not be dependent upon resources from other machines (which could be compromised or shut down).

	3.
	Select “Core System Support”


3.1.3 Disk Partitioning Strategy
3.1.3.1 Issue
A good partition strategy is to create a separate partition for each major file system. This enhances security and prevents accidental denial of service or exploit of Set User ID (SUID) programs.

To provide adequate disk space for logging, ensure that the /var partition is created and given a size of at least 2 GB in the default installation procedure.  The /chroot and /var/lib partitions listed below in Exhibit 3.1-2 are optional, as they are only needed if the system will run programs from a chroot jail environment, or store database server files.

For performance, stability and security reasons consider the following partitions listed below in Exhibit 3.1-2. This partition configuration assumes the machine has a SCSI hard drive of 9.1 GB with 256 MB of physical RAM. Adjust the partition sizes and swap space as needed.
3.1.3.2 Corrective Action
Exhibit 3.1-3 below is an example of partitions, which should be created on a new Solaris system installation.

Exhibit 3.1‑3 Disk Partitioning Strategy

	Partition strategy

	/

<Swap>

/usr

/usr/local

/home

/var

/tmp
	256 MB

512 MB

512 MB

3000 MB

3700 MB

2000 MB

329 MB
	Our root partition.

Our swap partition. The virtual memory of the Solaris operating system.

Should be large, since many Solaris binaries programs are installed here.

Contains binaries, files, and programs which were not are not part of the core Solaris operating system. 

Proportional to the number of users on the server.  (i.e. 100 MB per users * by the number of users 37 = 5700 MB)

Contains files that change when the system runs normally (i.e. Log files).

Our temporary files partition (always resides on its own partition).

	/chroot

/var/lib
	256 MB

1000 MB
	Add if programs will be run in a chroot jail environment (i.e. DNS, Apache)

Partition to handle SQL or Proxy Database Server files (i.e. MySQL, Squid).


3.1.3.3 Caveat
Creating multiple partitions, offers protection from DoS attacks, SUID programs, etc.  Most importantly this practice offers better control of the mounted file system.  Allowing the administrator to control options discussed later in this document such as mounting certain partitions read-only, and others no-suid. 

3.1.4 Installing Patches
3.1.4.1 Issue
Patches are used to repair software bugs and security holes. A system lacking the latest security patches is vulnerable to the latest hacking techniques.  Proper patching at the time the system is built, and regular verification of system patch levels will ensure and maintain system security.  At this point it is vital to install the Recommended Patch Cluster appropriate for the OS onto the machine. Do not install other patches unless specifically directed to do so by Sun.

3.1.4.2 Corrective Action
Exhibit 3.1-4 below outlines the actions and procedures to retrieve and install the latest Recommended Patch Cluster from Sun.

Exhibit 3.1‑4 Installing Patches
	STEP
	Procedure

	1.
	Remove any dependencies on /usr/xpg4/bin/grep (not installed as part of the “Core System Support” image) from the patchadd script:

mv /usr/sbin/patchadd /usr/sbin/patchadd-orig

sed s/\\/xpg4// /usr/sbin/patchadd-orig >\

/usr/sbin/patchadd

chmod 555 /usr/sbin/patchadd

chgrp bin /usr/sbin/patchadd



	2.
	Download latest Recommended Patch Cluster from

ftp://sunsolve1.sun.com/pub/patches/

<osrel>_Recommended.tar.Z

Where <osrel> is the version of the OS, e.g. 2.6, 2.5.1, etc.



	3.
	Use some mechanism to get this file into /var/tmp on the host it will be installed on. 

	4.
	Unpack Patch Cluster

cd /tmp

unzip –qq ?_Recommended.zip

cd ?_Recommended

./install_cluster –q –nosave

	5.
	Use install script

cd <osrel>_Recommended

./install_cluster –nosave

Note: If a patch installation fails with return code 8, then that patch applies to a package that has not been installed on the system. Other patches may fail with return code 2— these have already been applied to the OS image loaded from CD-ROM.

	6.
	Reboot

	7.
	Remove patch cluster from /var/tmp

rm -rf /var/tmp/<osrel>_Recommended* 


3.1.4.3 Caveat
a) For future patch installation, obtain the patchcheck tool, and the most recent patchdiag.xref matrix.  When patching a system the patchcheck tool can be used to determine necessary patches.

b) This step necessitates getting the Sun Recommended Patch Cluster onto the machine. If the machine is physically disconnected from the production network, portable media will be needed to get this (and other files in later steps) onto the host. If the files will be obtained over the network (even though this makes the host vulnerable to attack), execute the following to make the machine functional on the network. Even if the machine is currently physically disconnected and file will not be obtained via the network, follow the step outlined below.

Post Install/Networking Configuration

Exhibit 3.1-4.1 below outlines the actions and procedures to setup necessary networking configuration files.

Exhibit 3.1‑4.1 Post Install / Networking Configuration

	STEP
	Procedure

	1.
	Set the root password as appropriate

	2.
	Create /etc/defaultrouter with appropriate local information

	3.
	Create /etc/resolv.conf with appropriate local information

	4.
	Modify /etc/nsswitch.conf, 

hosts: files dns

	5.
	Reboot


3.1.4.4 Caveat
It may be necessary to use dynamic routing rather than static default routing. Get gated in this case.
3.2 Configuration Modifications

3.2.1  Disable unnecessary services
3.2.1.1 Issue
Services are started either out of /etc/inetd.conf and the master inet server mechanism, or though standalone startup via the /etc/init.d/{service} mechanism. To disable services using the former, all lines should be commented out of the /etc/inetd.conf configuration file using a hash mark (#) as the first character on the line. Ideally, the only entries remaining will be those needed for the system to be available for logins.

Using the latter method, service startup at boot time may be controlled by renaming links to the startup scripts.  See Exhibit 3.2-1 below.

3.2.1.2 Corrective Action
Exhibit 3.2-1 below provides the proper baseline content of /etc/inetd.conf.

Exhibit 3.2‑1 Baseline contents of /etc/inetd.conf

	Action
	Procedure

	Baseline contents of /etc/inetd.conf:

#telnet stream tcp nowait root /usr/local/bin/tcpd in.telnetd

#ftp stream tcp nowait root /usr/local/bin/tcpd in.ftpd




Exhibit 3.2‑1.1 Commands to prevent service start at system boot

	Action
	Procedure

	· mv /etc/rc2.d/S80lp /etc/rc2.d/s80lp

· mv /etc/rc2.d/S88sendmail /etc/rc2.d/s88sendmail

· mv /etc/rc3.d/S76snmpdx /etc/rc3.d/s76snmpdx

· mv /etc/rc2.d/SXXnamed /etc/rc2.d/sXXnamed

· mv /etc/rc2.d/SXXnscd /etc/rc2.d/sXXnscd


3.2.2  Remove unnecessary packages
3.2.2.1 Issue
After the operating system has been installed, remove any packages not needed to support either the architecture or the operating system. The packages may be removed by:  Identifying those that are absolutely necessary, and then implementing a small Bourne shell script to remove the remainder.

3.2.2.2 Corrective Action
Exhibit 3.2-2 below provides an example list of packages that can safely be removed from the core install.

Exhibit 3.2‑2 Packages to remove

	Packages to remove

	system      SUNWdtcor
Solaris Desktop /usr/dt filesystem anchor

system      SUNWesu
Extended System Utilities

system      SUNWfns
Federated Naming Syste

system      SUNWkey 
Keyboard configuration tables

system      SUNWkvm 
Core Architecture, (Kvm)

system      SUNWlibC
SPARCompilers Bundled libC

system      SUNWlibms
Sun WorkShop Bundled shared libm

system      SUNWmfrun
Motif RunTime Ki

system      SUNWpcelx
3COM EtherLink III PCMCIA Ethernet Driver

system      SUNWsolnm
Solaris Naming Enabler

system      SUNWxwdv 
X Windows System Window Drivers

system      SUNWxwmod 
OpenWindows kernel modules



3.2.3 Remove unnecessary system binaries
3.2.3.1 Issue
After the operating system has been installed, remove any packages not needed to support either the architecture or the operating system. The packages may be removed by identifying those that are absolutely necessary, and then implementing a small Bourne shell script to remove the remainder.

3.2.3.2 Corrective Action
Exhibit 3.2-3 below provides a list of unnecessary system binaries, which should be removed from the core install.  If some of the system binaries listed below are not removed, access and ownership should be restricted to only root and members of the administrative group.

Exhibit 3.2‑3 Unnecessary system binaries

	binaries to remove

	/etc/rc2.d/S80lp

/usr/sbin/pwconv

/usr/sbin/in.comsat

/usr/sbin/sysdef

/usr/sbin/in.fingerd

/usr/sbin/strace

/usr/sbin/in.named

/usr/sbin/wall

/usr/sbin/in.rarpd

/usr/bin/rcp

/usr/sbin/in.rexecd

/usr/bin/rdate

/usr/sbin/in.rlogind

/usr/bin/rdist

/usr/sbin/in.routed

/usr/bin/rlogin

/usr/sbin/in.rshd

rpc.sprayd

/usr/bin/ruptime

/usr/bin/audiorecord

/usr/bin/rusers

/usr/bin/audioconvert
	/usr/bin/rsh

/usr/sbin/in.rwhod

/usr/bin/rup

/usr/sbin/in.talkd

/usr/bin/ruptime

/usr/sbin/in.tftpd

/usr/bin/rusers

/usr/sbin/format

/usr/bin/rwho

/usr/sbin/modload

/usr/bin/tftp

/usr/sbin/rpc.rexd

/usr/bin/ypcat

/usr/sbin/eeprom

/usr/bin/ypmatch

/usr/sbin/install.d/chkprobe

/usr/bin/ypwhich

/usr/bin/rwho

/usr/bin/gcore

/usr/bin/tftp

/usr/bin/truss

/usr/bin/ypcat


	/usr/sbin/shareall

/usr/bin/audioplay

/usr/sbin/modunload

/usr/bin/audiorecord

/usr/sbin/xterm

/usr/bin/audioconvert

/usr/sbin/spray

/usr/bin/gcore

/usr/sbin/snoop

/usr/bin/ftp

/usr/sbin/rwall

/usr/bin/telnet

/usr/sbin/pwconv

/usr/lib/fs/ufs/fsirand

/usr/sbin/sysdef

/usr/lib/fs/nfs/nfsfind

/usr/sbin/strace

/usr/lib/fs/ufs/mkfs

/usr/bin/ypmatch

/usr/lib/fs/ufs/newfs

/usr/bin/ypwhich

/usr/lib/fs/ufs/tunefs
	/usr/lib/fs/nfs/showount

/usr/sbin/wall

/usr/lib/netsvc/rwall/rpc.rwalld

/usr/bin/rcp

/usr/lib/netsvc/spray/rpc.sprayd

/usr/bin/rdate

/usr/lib/rsh

/usr/bin/rdist

/usr/lib/fs/ufs/fsirand

/usr/bin/rlogin

/usr/lib/fs/nfs/nfsfind

/usr/bin/rsh

/usr/lib/netsvc/rwall/rpc.rwalld

/usr/bin/rup

/usr/lib/netsvc/spray/r

/usr/bin/audioplay

/usr/lib/fs/ufs/labelit

/var/spool/uucp

/etc/uucp



3.2.4  Remove setuid bit from remaining system binaries
3.2.4.1 Issue
Because SUID and Set Group ID (SGID) programs grant special privileges to the user who is executing them, it is important to remove the 's' bits from root-owned programs that won't absolutely necessitate such privilege.  All SUID and SGID files that still exist on the system after having removed those that won't absolutely need such privilege can potentially be a security risk, and should be monitored closely.

A standard attack method is to exploit SUID "root" programs, and leave a SUID program as a backdoor to get in the next time.  Find all SUID and SGID programs on the system, and keep track of any changes, which could indicate a potential intruder.

3.2.4.2 Corrective Action
Exhibit 3.2-4 below outlines the actions and procedures to locate suid/sgid executables, and remove the 's' bits from those programs that won't absolutely need such privilege. 

Exhibit 3.2‑4.1 Remove setuid bit from remaining system binaries

	Action
	Procedure

	1.
	The setuid and setgid executables can be located using the following command:

find / -perm –04000 –print > /tmp/setuid.list

find / -perm –02000 –print > /tmp/setgid.list

These lists should then be edited and the files that need to run as a privileged user removed. After sufficient testing, the remaining files in the list may be modified using a small Bourne shell script to change the permissions using the chmod command.

	2.
	The ‘s’ bits can be removed by executing the command chmod a-s with the name(s) of the SUID/SGID files as its arguments.  Example:

[root@gsa]# chmod a-s <file-name>


3.2.4.3 Caveat
SUID programs run as the root user regardless of who is using them, and are a frequent cause of buffer overflows.  SUID programs are high visibility target, attackers seeking to escalate privileges on a host, often exploit any number of SUID programs to do so.

3.2.5 Disable unnecessary accounts
3.2.5.1 Issue
Several administrative accounts should be locked so that no one can log in and cause trouble.  These accounts include daemon, bin, sys, adm, lp, uucp, nuucp, listen, nobody, and noacces.  In addition, these locked accounts should have the default shell set to /bin/false.

3.2.5.2 Corrective Action
Exhibit 3.2-5 below outlines the actions and procedures to “Lock” accounts by editing the /etc/shadow file. 

Exhibit 3.2‑5 Disabling unnecessary accounts

	Action
	Procedure

	1.


	The codes NP or *LK* in the encrypted password file (/etc/shadow) represent  “No Password” and “Locked”, respectively.  In both cases, the accounts are unusable from a login perspective.

To lock unnecessary accounts edit the /etc/shadow file and replace the encrypted password string with *LK* in order to lock the account.

Example /etc/shadow file:

root:tspx1CqH8igWA:6445::::::

daemon:NP:6445::::::

bin:NP:6445::::::

sys:NP:6445::::::

adm:NP:6445::::::

lp:NP:6445::::::

smtp:NP:6445::::::

uucp:NP:6445::::::

nuucp:NP:6445::::::

listen:*LK*:6445::::::

nobody:NP:6445::::::

nobody4:NP:6445::::::

pete:tspx1CqH8igWA:6445::::::


3.2.6 Restricting use of su
3.2.6.1 Issue
The su (Substitute User) command allows a user to become other (existing) users on the system.  For example a user can temporarily become ‘root’ and execute commands as the super-user ‘root’.  Limit the persons allowed to su to the root account.  It is possible to restrict the use of su to a group of users such as UNIX administrators.  

3.2.6.2 Corrective Action
Exhibit 3.2-6 In the example provided, /usr/bin/su has its groupid changed to admins, and chmod’d to allow only su’s owner (root) and any member of group admins to run it.  For this example it is assumed that UNIX administrators are already members of the admins group.

Exhibit 3.2‑6 Restricting use of su

	STEP
	Procedure

	1.
	#chgrp admins /usr/bin/su

#chmod o-rwx /usr/bin/su


3.2.6.3 Caveat
In a case where a regular user needs to run specific commands as root, but they are not a member of the admins group:  Sudo (superuser do) allows a system administrator to give certain users (or groups of users) the ability to run some (or all) commands as root or another user while logging the commands and arguments.


3.2.7  Modify /etc/init.d/inetinit3.2.7.1 Issue
At boot time, the system runs a series of “ndd:” commands to set kernel parameters to secure defaults. This is accomplished by editing the /etc/init.d/inetinit.  The ndd commands are at the END of the inetinit script, after the initialization of all host network interfaces, which would reset these values to their default “true” values. 

3.2.7.2 Corrective Action
Exhibit 3.2-7 below details the actions necessary to modify a number of network device driver characteristics, to help strengthen the network security of the host system.

Exhibit 3.2‑7 ndd arguments and effects

	
	

	1.
	Add to the END of /etc/init.d/inetinit:

ndd -set /dev/tcp tcp_conn_req_max_q0 10240

ndd -set /dev/ip ip_ignore_redirect 1

ndd -set /dev/ip ip_send_redirects 0

ndd -set /dev/ip ip_ire_flush_interval 60000

ndd -set /dev/arp arp_cleanup_interval 60

ndd -set /dev/ip ip_forward_directed_broadcasts 0

ndd -set /dev/ip ip_forward_src_routed 0

ndd -set /dev/ip ip_forwarding 0

ndd -set /dev/ip ip_strict_dst_multihoming 1





3.2.8 Buffer overflow protection
3.2.8.1 Issue
It’s possible to guard against a significant number of buffer overflows under Solaris through the configuration of several parameters which may be set by modifying the /etc/system file.

3.2.8.2 Corrective Action
Exhibit 3.2-8 below provides a listing of the parameters and their secure values which should be modified in the /etc/system file.  The table also defines the effect of each setting. 

Exhibit 3.2‑8 Buffer overflow protection

	The /etc/system file

	Syntax in /etc/system

Effect

set noexec_user_stack=1

Prevent execution of code from user memory stack.

set noexec_user_stack_log=1

Log attempted execution of code from user memory stack





3.2.9 Modify Login defaults
3.2.9.1 Issue
There are a number of login defaults, which can be modified to strengthen the security of the Solaris operating system.  

3.2.9.2 Corrective Action
Exhibit 3.2-9 denotes which files to edit, which variables to modify, their correct setting, and a statement of the problems corrected by implementing:

Exhibit 3.2‑9 Modify login defaults

	Variables
	File
	Problem Corrected

	PASSREQ=YES

/etc/default/login

Accounts in /etc/password can set null password; compromises security control

CONSOLE=/dev/
console

/etc/default/login

Console output may be redirected, accountability is at risk.

PASSLENGTH=8

/etc/default/passwd

No enforcement of minimum password length; compromises security control.

MAXWEEKS=13

/etc/default/passwd

The number of weeks before passwords expire.

RETRIES=5

/etc/default/login

Determine the number of failed logins that will be allowed before login exits.

SYSLOG=YES

/etc/default/login

Enables system logging.

SYSLOG_FAILED_LOGINS=5

/etc/default/login

Determine how many failed login attempts will be allowed by the system before a failed login message is logged

TIMEOUT=900

/etc/default/login

Sets the number of seconds to wait before 
abandoning a login session.

umask 22

/etc/login

New files created by at-risk accounts will be world-writable; confidentiality is at risk.




3.2.10 Sendmail Modification
3.2.10.1 Issue
The sendmail program can often be a security issue. Most machines only need to be able to send out email to a relay host, and can therefore run with most Sendmail functionality disabled.

3.2.10.2 Corrective Action
Exhibit 3.2-10 below outlines the actions and procedures to minimize the risks associated with running Sendmail.

Exhibit 3.2‑10 Sendmail Modification

	Action
	Procedure

	1.
	Replacing the Solaris Sendmail binary with the Open Source version available from http://www.sendmail.org/ will ensure fewer security holes as it’s generally newer than the release packaged with the Solaris release.


	2.
	Use the minimal /etc/mail/sendmail.cf file shown below:

# Minimal client sendmail.cf

### Defined macros

# The name of the mail hub Ñ PUT APPROPRIATE HOSTNAME FOR YOUR SITE HERE!!!

DRmailhost

# Define version

V8

# Whom errors should appear to be from

DnMailer-Daemon

# Formatting of the UNIX from line

DlFrom $g $d

# Separators

Do.:%@!^=/[]

# From of the senderÕs address

Dq<$g>

# Spool directory

OQ/usr/spool/mqueue

### Mailer Delivery Agents

# Mailer to forward mail to the hub machine

Mhub, P=[IPC], S=0, R=0, F=mDFMuCX, A=IPC $h

# Sendmail requires these, but are not used

Mlocal, P=/dev/null, F=rlsDFMmnuP, S=0, R=0, A=/dev/null

Mprog, P=/dev/null, F=lsDFMeuP, S=0, R=0, A=/dev/null

### Rule sets -- WHITESPACE BETWEEN COLUMNS MUST BE TABS!!!

S0

R@$+ $#error $: Missing user name

R$+ $#hub $@$R $:$1 forward to hub

S3

R$*<>$* $n handle <> error address

R$*<$*>$* $2 basic RFC822 parsing

NOTE:  This sendmail.cf is only appropriate for machines where local mail delivery is not used. Be sure to change the relay host name mailhost to be the name of the appropriate machine for your site.

	3.
	Add this line to root’s crontab

0 * * * * /usr/lib/sendmail –q


3.2.11  Fix-Modes Script
3.2.11.1 Issue
The default permissions on many files are somewhat insecure. The fix-modes script was written by Caspar Dik to correct these permissions. Since the target machine does not have any of the compiler tools installed.  Complete the first three steps (detailed in Exhibit 3.2-11 below) on another machine.

3.2.11.2 Corrective Action
Exhibit 3.2-11 outlines the actions and procedures to install and run the fix-modes script.

Exhibit 3.2‑11 Fix-Modes Script

	Action
	Procedure

	1.
	Obtain fix-modes software from

ftp://ftp.wins.uva.nl/pub/solaris/fix-modes.tar.gz

	2.
	Unpack sources

mkdir fix-modes

mv fix-modes.tar.gz fix-modes

cd fix-modes

gunzip -c fix-modes.tar.gz | tar -xvf

	3.
	Build software on some other machine with a compiler.

make LDFLAGS=-lintl

If you are using gcc to build this software, then add CC=gcc to the line above.

	4.
	Move fix-modes distribution to machine being secured.  The best approach may be to simply tar up the fix-modes directory created in Step 2 and copy the tar file over to the target platform.

	5.
	Run fix-modes shell script from the command line.

sh fix-modes


3.2.12  Modify login banners
3.2.12.1 Issue
All systems should be configured with a login banner that will be displayed before a user logs on to the machine.  This login banner is used to display a warning to users that they can be held legally liable if they attempt to log on to the computer or network without authorization.  The absence of such a notice could be construed as an invitation, without restriction, to log on to the machine and browse the system.  According to the U. S. Department of Justice, legal actions against intruders have failed because the owner of the computer or network failed to post the equivalent of a “No Trespassing” sign.  In addition, some users complain about being monitored without giving their permission to be monitored.  The logon banner message provides an opportunity to tell users who do not want to be monitored to stop using the system

3.2.12.2 Corrective Action
The logon banner should be displayed before user login by any network software.  Exhibit 3.2-12 outlines the procedure to install said login banner.
Exhibit 3.2‑12 Modify login banners

	Action
	Procedure

	1.
	Install the login banners /etc/default/telnetd, /etc/default/ftpd, /etc/motd, /etc/issue. An example to use is provided below.


The GSA approved logon banner is shown below in Exhibit 3.2-12.1 below.

Exhibit 3.2‑12.1 GSA Approved Logon Banner

	GSA Approved Logon Banner

	****************************** WARNING *******************************

This is a U.S. General Services Administration Federal government computer system that is “FOR OFFICIAL USE ONLY.”  This system is subject to monitoring.  Therefore, no expectation of privacy is to be assumed.  Individuals found performing unauthorized activities are subject to disciplinary action including criminal prosecution.

****************************** WARNING *******************************


3.2.13  Install access-control wrappers, ACL lists
3.2.13.1 Issue
The tcp_wrappers package can be used to monitor and filter incoming requests for the SYSTAT, FINGER, FTP, TELNET, RLOGIN, RSH, EXEC, TFTP, TALK, and other network services.  The package provides tiny daemon wrapper programs that can be installed without any changes to existing software or to existing configuration files.  The wrappers report the name of the client host and of the requested service; the wrappers do not exchange information with the client or server applications, and impose no overhead on the actual conversation between the client and server applications.

Although there is previous reference to removing system binaries such as TELNET, FTP, there may be a business reason to having them installed.  If this case exists, tcp_wrappers will allow host based access control as well as logging features.

The tcp_wrappers binary may be compiled for this purpose from source. The configuration files /etc/hosts.allow and /etc/hosts.deny should also be copied into place and modified for system use. At a minimum, services remaining on the system should have lines in the configuration files specifying all the internal networks in the GSA environment are able to use the service, and that any other IP addresses are to be denied. It is important to remember, that once the binaries and configuration files have been copied into place, the remaining services should be “wrrappered” by changing the information in /etc/inetd.conf and issuing the kill/restart signal (kill –1, or kill -HUP).

An alternative to the tcp_wrappers is the netacl access-control wrapper, part of the TIS Firewall Toolkit. This is also an open-source freeware product. Its advantage over the tcp_wrappers is a single configuration file rather than two, and a more understandable configuration syntax.

3.2.13.2 Corrective Action
Exhibit 3.2-13 summarizes the steps to implement access-control using tcp_wrappers, for an example service tftpd.

Exhibit 3.2‑13 Installing tcp_wrappers

	Action
	Procedure

	1.
	Install the /usr/local/bin/tcpd binary;

chmod 755 /usr/local/bin/tcpd

chmod 750 /etc/hosts.deny /etc/hosts.allow

	2.
	Modify the service in /etc/inetd.conf:

tftpd dgram udp wait root /usr/local/bin/tcpd in.tftpd -s /tftpboot

	3.
	The files /etc/hosts.allow, and /etc/hosts.deny should be created and edited to suit the environment:

echo "in.ftpd: 192.168.1. EXCEPT 192.168.1.254" >/etc/hosts.allow

echo "ALL: ALL DENY" > /etc/hosts.deny

	4.
	Kill and restart the inetd service


3.2.14  Install ssh binaries
3.2.14.1 Issue
Many network services including, but not limited to, telnet, rsh, rlogin, or rexec are vulnerable to electronic eavesdropping.  As a consequence, anyone who has access to any machine connected to the network can listen in on network communication and get your password, as well as any other private information that is sent over the network in plain text.  Currently the Telnet program is indispensable for daily administration tasks, but it is insecure since it transmits the users password in plain text over the network. This, in turn, allows any listener to capture the users password and then use the account to do anything he likes. 

The standard that has emerged as the preferred method of secure remote administration is SSH. GSA currently uses F-Secure’s SSH and the software is available from www.fsecure.com.  SSH may be used in place of old, insecure and obsolete remote login programs such as telnet, rlogin, rsh, rdist, or rcp.

3.2.14.2 Corrective Action
Exhibit 3.2-14 below provides a baseline procedure for installing the secure shell server on a Solaris system.

Exhibit 3.2‑14 Installing ssh binaries

	Action
	Procedure

	1.
	Obtain the SSH package from an internet source (www.fsecure.com).

	2.
	Unpack the distribution binary to some suitable place.  The standard place is /var/spool/pkg in a Solaris environment.
gzip -dc ssh- 2.x. y- server- solaris. tar. gz | tar xvf –

The string 2.x.y should be replaced with the appropriate version number.

	3.
	After unpacking, install the package with the pkgadd tool.
pkgadd –d

	4.
	The system files for SSH2 are in /etc/ssh2. The user and system binaries are stored in /usr/local/bin and /usr/local/sbin, respectively. In /usr/local/ sbin, you will find sshd2. All the other binaries are stored in /usr/local/bin.



	5.
	The system-wide configuration files are located in /etc/ssh2.

The configuration files for the client and server, respectively:

• /etc/ ssh2/ ssh2config

• /etc/ ssh2/ sshd2config

The system public key pair is also generated during install.

• /etc/ ssh2/ hostkey

• /etc/ ssh2/ hostkey. pub

	6.
	Edit the configuration file for variablesappropriate to the operating environment.

a) The algorithm(s) used for symmetric encryption of the session, can be specified in the sshd2config and ssh2config file.

Ciphers twofish, blowfish

Currently supported ciphers are des , 3des , blowfish , twofish , idea , cast , arcfour , and aes , of which all other than IDEA are included in all distributions. Of these ciphers, Blowfish and Twofish are especially suitable for file transfers.

b) The MAC (Message Authentication Code) algorithm(s) used for data integrity verification, can also be specified in the sshd2config and ssh2config file.
MACs hmac- sha1, hmac- md5
Currently hmac- sha1 , hmac- sha1- 96 , hmac- md5 , hmac- md5- 96 , hmac- ripemd160 , and hmac-ripemd160- 96 are supported.

c) Configuring root logins:  There are three methods to control the root account for ssh.  To disable all root logins, set the following:

PermitRootLogin no
To enable root logins with any authentication method, use the following

setting:

PermitRootLogin yes
You can limit the authentication methods by using the following setting:

PermitRootLogin nopwd
This allows root logins when an authentication method other than a password is used.

d) Restricting user logins:  As default all connections are allowed. However, connections can be restricted based on host, user name or

group.  The restrictions are defined in the sshd2config file using the following syntax.

· AllowHosts / DenyHosts
· AllowUsers / DenyUsers

· AllowGroups / DenyGroups



	7.
	Determine the type of user authentication to be used for ssh:

· Password

· Public Key

· Host based

Enter the appropriate type of authentication in AllowedAuthentications field both in /etc/ssh2/sshd2config and /etc/ssh2/ssh2config files.

For example:

AllowedAuthentications password


3.2.15  Install tripwire
3.2.15.1 Issue
Tripwire is a file and directory integrity checker, a utility that compares a designated set of files and directories against information stored in a previously generated database.  Any differences are flagged and logged, including added or deleted entries.  When run against system files on a regular basis, any changes in critical system files will be spotted -- and appropriate damage control measures can be taken immediately.  With Tripwire, system administrators can conclude with a high degree of certainty that a given set of files remain free of unauthorized modifications if Tripwire reports no changes.  The open-source tripwire program should be installed routinely, with a standard configuration.  Tripwire can run on a timed interval, calculate the MD5 signatures of files specified in the configuration, and report on any differences.

3.2.15.2 Corrective Action
Exhibit 3.2-15 outlines the baseline procedure for installing Tripwire on Sun Solaris Systems.

Exhibit 3.2‑15 Baseline Procedures for Installing Tripwire

	Action
	Procedure

	1.
	Obtain the package from an Internet source, and compare the package against its digital signature

	2.
	Inspect the appropriate compiler settings in the ported/sunos5.x configuration file.

	3.
	Inspect the Makefile and make any changes that are reasonable for the system on which tripwire is being compiled

	4.
	Edit include/config.h to tailor to the GSA environment. Note that the header file needs to be named - conf-svr4.h for a Solaris system. The configuration and database paths and filenames are hard-coded here, note the locations that Tripwire looks for its configuration and database files; change them for the system, as appropriate.

	5.
	The tw.config file specified should be copied to the location specified (e.g. copy tw.config.sunos5 to /tripwire) and then “make” followed by “make install” should be sufficient to compile and install Tripwire.


3.2.16  Configure /etc/resolv.conf
3.2.16.1 Issue
This file /etc/resolv.conf is atext file, used by the resolver—a library that determines the IP address for a host name. Verify if all parameters included in this file are correct.
3.2.16.2 Corrective Action
Exhibit 3.2-16 below provides the necessary steps to properly configure the /etc/resolv.conf file on a Solaris system.

Exhibit 3.2‑16 Configure /etc/resolv.conf

	Action
	Procedure

	1.
	Remove the following line from the /etc/resolv.conf file if it exists.

nameserver
127.0.0.1

	2.
	The proper contents of /etc/resolv.conf should consist of the following:

domain gsa.gov

search gsa.gov subdomain.gsa.gov

nameserver xxx.xxx.xxx.xxx

nameserver xxx.xxx.xxx.xxx


3.3 General System Security


3.3.1 OpenBoot Settings
3.3.1.1 Issue
Systems should be allowed to boot only from the hard drive to protect against the installation of rogue operating systems.  If a rogue operating system is installed on the computer, information protection can easily be circumvented.  Because rogue operating systems are usually installed from floppy disks or CD-ROM drives, it is advisable to prevent users from rebooting from a floppy or CD-ROM.

Disabling the ability to boot from floppy drives and setting a password to access the OpenBoot commands will improve the security of the system by; blocking unauthorized people from trying to boot the Solaris system with a special boot disk, and will protect the user from people trying execute OpenBoot commands

3.3.1.2 Corrective Action
Utilize the following table, Exhibit 3.3-1, to change the OpenBoot security level from the default none to full, and set the OpenBoot password.  Once these settings have been made to the system, it’s suggested to remove the EEPROM binary.

Exhibit 3.3‑1 OpenBoot Settings 
	Action
	Procedure

	1. 
	This example sets the sets the OpenBoot password from Solaris (as root).

#eeprom security-pasword

Changing PROM password:

New password: ********

Retype new password: ********

#

	2. 
	This example sets the security level to full from Solaris (as root).

#eeporom security-mode=full

#


3.3.2 Ensure System Clocks are accurate
3.3.2.1 Issue
The GSA environment should use some mechanism e.g. NTP, to ensure the accuracy of system clocks throughout the network.  The time stamps on log files needs to be accurate so security events can be correlated with remote systems.  Inaccurate records make it impossible to build a timeline.

3.3.2.2 Corrective Action
Exhibit 3.3-2 suggests an example crontab entry to enforce time synchronization of hosts via /usr/sbin/ntpdate.
Exhibit 3.3‑2 Ensure System Clock Accuracy 
	Action
	Procedure

	1.
	For workstations and servers, it is sufficient to add a crontab entry:

0-59/30 * * * * root /usr/sbin/ntpdate -su time.timehost.gov


3.3.3 Restrict access to cron
3.3.3.1 Issue
Together, the two files /etc/cron.d/cron.allow and /etc/cron.d/cron.deny determine whether any particular user may or may not run the crontab command.

The /etc/cron.d/cron.allow lists which userids are allowed to use crontab.  Similarly, /etc/cron.d/cron.deny lists which userids are not allowed to use crontab.

3.3.3.2 Corrective Action
Exhibit 3.3-3 provides and example of a typical cron.deny file.
Exhibit 3.3‑3 /etc/cron.d/cron.deny

	/etc/cron.d/cron.deny

	Daemon

Bin

Smtp

Nuucp

Listen

Nobody

noaccess


3.3.3.3 Caveat
Denial to crontab does not imply that a user’s cron jobs will not be run.  In fact, this can be a useful security feature.  A system administrator can set up cron jobs for particular users, but can forbid the same user from viewing or modifying his or her crontab file through the use of the /etc/cron.d/cron.allow and /etc/cron.d/cron.deny.

3.4 File System Security


3.4.1 File System Configuration
3.4.1.1 Issue
It is important protect the OS binaries in /usr from being replaced with trojan horse programs. Stopping rogue set-UID programs from showing up in other directories is also important. Unfortunately, the root file system cannot be mounted nosuid since nosuid also implies nodev. Consider creating separate /dev and /devices partitions and mounting the rest of root nosuid.

3.4.1.2 Corrective Action
Exhibit 3.4-1 below outlines the actions and procedures to modify the file system configuration as discussed above.

Exhibit 3.4‑1 File system configuration

	Action
	Procedure

	1.
	Mount /usr read-only in /etc/vfstab

/dev/dsk/c0t3d0s4 /dev/rdsk/c0t3d0s4 /usr ufs 1 no ro

mount -o remount,rw /usr



	2.
	Mount other non-root ufs file systems nosuid to prevent set-UID programs executing here

/dev/dsk/c0t3d0s5 /dev/rdsk/c0t3d0s5 /var ufs 1 no nosuid

/dev/dsk/c0t3d0s6 /dev/rdsk/c0t3d0s6 /local ufs 2 yes nosuid



	3.
	If possible, mount the root file system nosuid.

/dev/dsk/c0t3d0s0 /dev/rdsk/c0t3d0s0 / ufs 1 no remount,nosuid

Unfortunately, the root file system cannot be mounted nosuid since nosuid also implies nodev. Consider creating separate /dev and /devices partitions and mounting the rest of root nosuid.




3.4.2 Configure NFS mounts with access-control
3.4.2.1 Issue
If file systems are being exported using the NFS service, be sure to configure the /etc/dfs/dfstab file with the most restrictive access possible. This means not using wildcards, not allowing root write access, and mounting read-only wherever possible.  Systems requiring access to servers via NFS mounts need to be identified and grouped into logical categories. Once these categories have been established, they may be used as access-control identifiers in /etc/dfs.

3.4.2.2 Corrective Action
Exhibit 3.4-2 below outlines the actions and procedures to configure the /etc/dfs/dfstab file with access controls.

Exhibit 3.4‑2Configure NFS mounts with access-control
	Action
	Procedure

	1
	Edit the exports file (vi /etc/dfs/dfstab) and add:

As an example:

/dir/to/export host1.mydomain.gov(ro,root_squash)

/dir/to/export host2.mydomain.gov(ro,root_squash)

Where /dir/to/export is the directory to export, host1.mydomain.gov is the machine allowed to log into this directory, the <ro> option mean mounting read-only and the <root_squash> option for not allowing root write access in this directory.



3.4.3 Fix permissions on home directory login and initialization files
3.4.3.1 Issue
A series of chmod commands, issued from a small auditing script run daily, will ensure that the proper permissions are maintained on critical files. 

3.4.3.2 Corrective Action
The following table lists the critical files, and their proper permissions.

Exhibit 3.4‑3Critical files, and their proper permission:

	File
	Owner
	Permissions

	{home directory}

{account} or root

rwxr-xr-x; octal 755

Profile

{account} or root

rwxr-xr-x; octal 755

${ENV}, usually .kshrc

{account} or root

rwxr-xr-x; octal 755

.login

{account} or root

rwxr-xr-x; octal 755

.cshrc

{account} or root

rwxr-xr-x; octal 755

Rhosts

{account} or root

rw-------; octal 600

Exrc

{account} or root

rwxr-xr-x; octal 755

Emacs

{account} or root

rwxr-xr-x; octal 755

.forward

{account} or root

rwxr-xr-x; octal 755

.x*

{account} or root

rwxr-xr-x; octal 755

.klogin

{account} or root

rw-------; octal 600

.k5login

{account} or root

rw-------; octal 600

.k5users

{account} or root

rw-------; octal 600

.netrc

{account} or root

rw-------; octal 600




3.5 Logging and reporting modifications

3.5.1 Install tripwire configuration and generate initial md5 signatures
3.5.1.1 Issue
The determination should be made as to which files on the disk are to be monitored, at what frequency, and at what granularity, i.e. time of last access versus time of last change in file size.   Only through trial and error can the correct configuration be properly determined.  The example file given with Tripwire, (tw.conf.sunos5) should be modified to suit the system.  Several of the entries are incorrect, so it’s important to go through this file and ensure that things being checked for actually exist.

Remember that files which are known to change frequently (for example /etc/ssh_random_seed, which is regenerated every hour) will show up as always having changed, so is best left off the list.  This is done with an entry of the type:

/etc

# all files in /etc and below

!/etc/ssh_random_seed
# not this file

First, Tripwire creates the database of file signatures. Issuing the command ‘tripwire -initialize’ does this. Tripwire may complain about files in the list not being found if they do not exist on the disk - re-edit the configuration and remove references to these files. After a couple iterations of this, the initial database will be ready to use. Tripwire will put the database in a ‘databases’ directory beneath the directory in which the program was initiaized. After creating the database, put it and the configuration file in the location specified in the header file (config.h). With these in place, tripwire is now ready to run operationally. It is best to use external, write-protected media such as a floppy disk to store the tripwire database.

3.5.1.2 Corrective Action
Once Tripwire has been built, the next step is to verify or change, if necessary options in the Tripwire configuration files. Those files are:

· /etc/tw.config (The Tripwire Configuration File)

· /etc/cron.daily/Tripwire (The Tripwire Cron File)

Exhibit 3.5-1 outlines the steps necessary to configure these files for a Sun Solaris system.

Exhibit 3.5‑1 Configuring Tripwire

	Action
	Procedure

	The tw.config file is the Tripwire configuration file where configuration information is set as to which system files and directories will be monitored.  Extensive testing and experience are necessary when editing this file before obtaining working file reports.  The following is a working example from where to start customization.  This file needs to be created, edited or changed to fit GSA policies and operating system environment. 

	1.
	Edit the tw.config file (vi /etc/tw.config) and add into this file all the files and directories that should be monitored. The format of the configuration file is described in its header and in the manual page tw.config (5).

	2.
	Now, for security reasons, change the mode of this file to be 0400.  This procedure can be accomplished with the following command:

[root@gsa /]# chmod 400 /etc/tw.config


3.5.2 Enable extended logging
3.5.2.1 Issue
Certain log files need to be created, the inetd service needs started, at boot time with the –t (trace) option set, and /etc/syslog.conf file should have certain modifications to enable extended logging capabilities.

3.5.2.2 Corrective Action
Exhibit 3.5-2 below outlines the actions and procedures to enable extended logging capabilities on the server.

Exhibit 3.5‑2 Enable extended logging
	Action
	Procedure

	1. 
	File creation commands to enable improved logging:

touch /var/adm/tcpdlog; chmod 750 /var/adm/tcpdlog

touch /var/adm/sulog; chmod 750 /var/adm/sulog

touch /var/adm/loginlog; chmod 750 /var/adm/loginlog

touch /var/adm/inetdlog; chmod 750 /var/adm/inetdlog



	2. 
	Procedure for turning on inetd tracing:

1. Edit the startup file /etc/init.d/inetsvc. Add a –t to the inetd startup command line so that it looks like this

               /usr/sbin/inetd –s –t &

2. Stop and restart inetd.  Here is a sample dialog:

   #ps –ef | grep inetd

     root 1880 1822 0 05:52:42 pts/4  0:00 grep inetd

     root 114     1 0 05:37:02 ?      0:00 /usr/sbin/inetd –s

   #kill 114

   #/usr/sbin/inetd –s –t

   #



	3. 
	Suggested contents of /etc/syslog.conf:

The configuration file should contain the following: 

mail.debug /var/log/syslog

*.info;mail.none /var/adm/messages

*.alert /dev/console

*.alert root

*.emerg *

 This will log mail entries to /var/log/syslog and everything else to /var/adm/messages.


3.5.2.3 Caveat
One of the most important tasks in the security world is to regularly check the log files. Often the daily activities of an administrator don’t allow them the time to do this task and this can bring about problems. Unfortunately for most Unices it doesn't matter how much activity is logged, especially if the logs are never checked. This is where logcheck will help.  For more information refer to Section 3.5.4.

3.5.3 Modify /etc/mail/aliases
3.5.3.1 Issue
A poorly or carelessly administered “aliases” file can easily be used to gain privileged status.

For example, many vendors ship systems with a “decode” alias in the /etc/mail/aliases file.  The intention is to provide an easy way for users to transfer binary files using mail. At the sending site the user converts the binary to ASCII with “uuencode”, then mails the result to the “decode” alias at the receiving site.  That alias pipes the mail message through the /usr/bin/uuencode program, which converts the ASCII back into the original binary file.  Remove the “decode” alias line from the /etc/mail/aliases file. Similarly, every alias that executes a program that was not specifically placed there, and checked completely should be questioned and probably removed.

Additionally a standard recipient for log summaries and system alerts may be identified and added to /etc/mail/aliases. A suggested addition is:

monitor:logfile.monitor@gsa.gov

Remember to remake the aliases database with the ‘newaliases’ command after editing.  If all GSA UNIX systems use this mechanism, a post processing filter will be needed to categorize each system’s event reporting on a priority basis.

3.5.3.2 Corrective Action
Exhibit 3.5-3 outlines the procedures to create and modify the /etc/mail/aliases file to improve security, and monitoring capabilities.
Exhibit 3.5‑3 Suggested contents of /etc/mail/aliases
	Action
	Procedure

	1.
	Create the aliases file (touch /etc/mail/aliases) and add the following lines by default:

# Basic system aliases -- these MUST be present.

MAILER-DAEMON: postmaster

postmaster: root

# General redirections for pseudo accounts.

bin: root

daemon: root

nobody: root

mailnull: root

monitor: logfile.monitor@gsa.gov
# Person who should get root's mail

#root: itsecurity

	2.
	Since /etc/mail/aliases is a database, after creating the text file as described above, use the “makemap” program of Sendmail to create its database map.  To create the “aliases database map”, use the following command:

[root@gsa /]# makemap hash /etc/mail/aliases.db < /etc/mail/aliases

	3.
	Remember to run the newaliases utility of Sendmail after each modification of the aliases file or the changes will not take effect.

For the changes to take effect run the newaliases utility as shown below:

[root@gsa /]# /usr/bin/newaliases



3.5.4  Logcheck / LogSentry
3.5.4.1 Issue
Auditing and logging system events are important.  What is more important is that system administrators be aware of these events so they can prevent problems that will inevitably occur a system is connected to the Internet. Unfortunately for most Unices it doesn't matter how much you log activity if nobody ever checks the logs, which is often the case. This is where logcheck will help.

Logcheck automates the auditing process and weeds out "normal" log information to give a condensed look at problems and potential troublemakers mailed to a specified location. Logcheck is a software package that is designed to automatically run and check system log files for security violations and unusual activity. Logcheck utilizes a program called logtail that remembers the last position it read from in a log file and uses this position on subsequent runs to process new information.

3.5.4.2 Corrective Action
Exhibit 3.5-4 below outlines the actions and procedures to install and configure logcheck.  

Exhibit 3.5‑4 Optimizing and installing logcheck

	Action
	Procedure

	1.
	Pull logcheck.sh into your favorite editor and find the section entitled: 

CONFIGURATION SECTION. 

Change the name of the SYSADMIN variable as needed..

Go to the section entitled: LOG FILE CONFIGURATION SECTION and either uncomment the log files that are applicable, or add as necessary. Be sure to know the difference between the > and >> operators.

	2.
	Simply type "make <systype>" and it will install automatically.

	3.
	After installing logcheck, edit the local crontab file for root and set logcheck to run once per hour (although this can run more frequently, or less frequently, the absolute minimum in my opinion is once every few hours or so). Examples are the following:

Hourly check:

00 * * * * root /bin/sh /usr/local/etc/logcheck.sh

	4.
	Run logcheck sh script by hand to ensure that it reads the log files without errors and sends mail to the right account. Also, check that syslog is in fact logging events and generate an event or two (just su to root) for logcheck to report. There should mail sent to the users account. Run logcheck multiple times to ensure there are no repeat messages. 

	5.
	If there are repeat messages then something is wrong with the logtail program (not marking the file correctly). First, check the log directory for files that end in *.offset. If those files are not present, there is a problem with the logtail binary. Run logtail manually against these logs to see if it correctly marks the file offsets. If it still refuses to do it, check the file permissions and ensure this is running as root. 

	6.
	Default file permissions for logcheck files:

logcheck* -- 600 -- Read/Write for root ONLY. Owner root. Group Wheel.

logtail*  -- 700 -- Read/Write/Execute for root ONLY. Owner root. Group Wheel.



3.5.5 Modify root crontab
3.5.5.1 Issue
The tripwire program should be run once daily to check the integrity of critical files on the system, and the output directed to a security administrator, or a post processing program designed to further reduce the information to the most critical events.

Log files should be rolled over and collected for archive.

Suggested root crontab entries to affect these tasks are listed in the table below. The current crontab may be edited by the superuser by using the command ‘crontab –e’. Edits will be examined for correct syntax, and the crontab activated immediately.

A sample-modified version of the ‘newsyslog’ script is included in below, as well as savedate, and tripwire scripts.

3.5.5.2 Corrective Action
Exhibit 3.5-5 outlines the suggested contents of the root crontab to affect the task listed above.

Exhibit 3.5‑5 Suggested contents of root crontab

	Suggested contents of the root crontab file

	# copy today's date to a temporary file

58 23 * * * /usr/local/etc/savedate.sh >/dev/null 2>&1

# roll the logfiles at midnight

0 0 * * * /usr/lib/newsyslog

# run tripwire and mail the results to the admin

40 3 * * * /usr/local/etc/tripwire.sh >/dev/null 2>&1


Exhibit 3.5‑5.1 Newsyslog Script

	Newsyslog Script

	A modified version of /usr/lib/newsyslog:

#! /bin/sh

#

# Copyright(c) 1997, by Sun Microsystems, Inc.

# All rights reserved.

#

#ident @Z%newsyslog
1.3
97/03/31 SMI

#

# modified by mkh

# when files are rolled, they are renamed with a date stamp.

# The file containing the date stamp string is written to

# /tmp/datestamp at 11:58 PM.  See also the root crontab.

# kill the logging daemon to avoid restart problems.

kill `cat /etc/syslog.pid`

# get the date to use in naming files from a previous

# cron command


TODAY=`/bin/cat /tmp/datestamp`

# Roll each of the logs listed here

for LOG in /var/adm/messages /var/adm/inetdlog /var/adm/loginlog \

/var/adm/adminlog /var/log/syslog

do


if test -s $LOG


then



mv $LOG $LOG.$TODAY



compress $LOG.$TODAY



cp /dev/null $LOG



chmod 644    $LOG


fi

/bin/find . -name $LOG.\* -mtime +60 -print | /bin/xargs rm -f

done

fi

# restart the syslog daemon

/usr/sbin/syslogd

# end of newsyslog.sh

   exit 0


Exhibit 3.5‑5.2 Savedate Script

	Savedate script

	/usr/local/etc/savedate.sh:

#! /bin/sh

rm -f /tmp/datestamp

/usr/bin/date +%m%d%y > /tmp/datestamp

exit 0




Exhibit 3.5‑5.3 Tripwire Script

	Tripwire Script

	A script to run tripwire and e-mail output:

#! /bin/sh

# script to run tripwire and mail results to responsible party

#

myname=`hostname`

/opt/local/bin/tripwire 2>&1 | /bin/mailx -s "$myname tripwire output"  monitor

# end of tripwire.sh

exit 0




3.6 Domain Name System – ISC BIND/DNS

3.6.1 Securing ISC BIND & DNS
3.6.1.1 Issue
BIND (Berkeley Internet Name Domain) is a widely used, free implementation of the Domain Name System (DNS) for Unix.  It provides a server, a client library, and several utility programs. It is estimated to be the DNS software in use in over 90% of the hosts on the Internet.   The actions discussed below will help improve and tighten security under Internet Software Consortium (ISC) BIND & DNS.

3.6.1.2 Corrective Action
Exhibit 3.6-1 outlines example actions and procedures to help strengthen the security of ISC BIND & DNS servers in the GSA environment.
Exhibit 3.6‑1 Securing ISC BIND & DNS

	Action
	Procedure

	1. 
	Zone transfers should only be permitted by master name servers to update the zone (domain) information in their slave servers. Failure to do so may result in IP numbers and hostnames being revealed to unauthorized users. Restrict queries to only public domains.   Edit the named.boot file, and add the following:

// Allow transfer only to our slave name server. Allow queries

// only by hosts in the 192.168.1.0 network.

zone “mydomain.gov” {

type master;

file “master/db.mydomain.gov”;

allow-transfer { 192.168.1.6; };

allow-query { 192.168.1.0/24; };

};

	2. 
	Deny and log queries for our version number except from the local host. The ability to determine the bind version enables an attacker to find the corresponding exploit for that version.

// Disable the ability to determine the version of BIND running

zone “bind” chaos {

type master;

file “master/bind”;

allow-query { localhost; };

};

The ./master/bind file should then contain:

$TTL 1d

@ CHAOS SOA localhost. root.localhost. (

1 ; serial

3H ; refresh

15M ; retry

1W ; expire

1D ) ; minimum

NS localhost.

	3. 
	In some cases it may be necessary to control, which interfaces named, listens on. Restricting the interfaces on which named runs can limit the exposure to only the necessary networks.

listen-on { 192.168.1.1; };

Configuring Syslog:

	4. 
	Use Access Control Lists to classify groups of hosts with differing degrees of trust. The “internal” ACL label might be used to describe internal hosts that are permitted a greater degree of access to the information than other hosts might be. Before it can be used it needs to be defined:

acl “internal” {

{ 192.168.1.0/24; 192.168.2.11; };

};

It can then be used in “zone” statements or the main “options” statement:

zone “inside.mynet.gov” {

type master;

file “master/inside.mynet.gov”;

allow-query { “internal”; };

};

	5. 
	Configure BIND to run as a normal user. Once BIND has been started, it has the ability to relinquish its privileges, and run as a user with limited abilities instead of root.

# useradd -M -r -d /var/named -s /bin/false named

# groupadd -r named

This account should be used for nothing other than running the name server. Ensure the zone files are readable by the named user. It is then necessary to modify the default named init script, typically found in /etc/rc.d/init.d/named on Solaris:

/usr/sbin/named -u named -g named

In addition it is possible to run named in a “chroot jail” which helps to restrict the damage that can be done should named be subverted.  For more information on Running ISC BIND & DNS ina chroot jail refer to Section 3.7.2.

	6. 
	TSIG based transaction security with BIND:  The new BIND9 which is a major rewrite of almost all aspects of the underlying BIND architecture enables the creation of transaction keys to be used as Transaction SIGnatures (TSIG) with ISC BIND & DNS (TSIG is used for signed DNS requests).  This means that if the server receives a message signed by this key, it can verify the signature. If the signature succeeds, the same key signs the response.

This new feature of BIND enables better control over who; can make a zone transfer, notify, and recursive query messages on the DNS server. 


3.7 Mail Transfer Agent -Sendmail

3.7.1 Securing Sendmail
This section deals specifically with actions we can take to improve security under Sendmail. The interesting points here are that we refer to the features available within the base installed program and not to any additional software.

The Sendmail restricted shell “smrsh”

The smrsh program is intended as a replacement for /bin/sh in the program mailer definition of Sendmail. It’s a restricted shell utility that provides the ability to specify, through the /etc/smrsh directory, an explicit list of executable programs available to Sendmail.  To be more accurate, even if a “bad guy” can get Sendmail to run a program without going through an aliases or forward file, smrsh limits the set of programs that he or she can execute.

When used in conjunction with Sendmail, smrsh effectively limits Sendmail's scope of program execution to only those programs specified in smrsh's directory. 

Follow the steps in Exhibit 3.7-1 to implement the Sendmail restricted shell “smrsh”.

Exhibit 3.7‑1 Configuring the Sendmail restricted shell
	Action
	Procedure

	1.
	First, determine the list of commands that “smrsh” should allow Sendmail to run. The following is included by default, but not limited to:

“/bin/mail”

“/usr/bin/procmail” 

	2.
	 Next, populate the /etc/smrsh directory with the programs that are allowable for Sendmail to execute. To prevent duplicate programs, and do a nice job, it is better to establish links to the allowable programs from /etc/smrsh rather than copy programs to this directory.

To allow the mail program /bin/mail, use the following commands:

[root@gsa /]# cd /etc/smrsh

[root@gsa smrsh]# ln -s /bin/mail mail

To allow the procmail program /usr/bin/procmail, use the following commands:

[root@gsa /]# cd /etc/smrsh

[root@gsa smrsh]# ln -s /usr/bin/procmail procmail

This will allow the mail and procmail programs to be run from a user's “.forward” file or an “aliases” file which uses the "program" syntax.

	NOTE: Procmail is needed only in a Mail Hub Server and not in a Local Client Mail Server. If the system is configured like a Mail Hub Server then make the link with procmail as explained above. However, if the system is configured as a Local Client Server, then skip the procmail step above.

	3.
	Now configure Sendmail to use the restricted shell. The program mailer is defined by a single line in the Sendmail configuration file, /etc/mail/sendmail.cf. Modify this single line “Mprog” definition in the “sendmail.cf” file, by replacing the /bin/sh specification with /usr/sbin/smrsh.

Edit the sendmail.cf file (vi /etc/mail/sendmail.cf) and change the line:

Mprog, P=/bin/sh, F=lsDFMoqeu9, S=10/30, R=20/40, D=$z:/, T=X-Unix, A=sh

-c $u

To read:

Mprog, P=/usr/sbin/smrsh, F=lsDFMoqeu9, S=10/30, R=20/40, D=$z:/, T=X-Unix,

A=sh -c $u

Now re-start the Sendmail process manually with the following command:

[root@gsa /]# /etc/rc.d/init.d/sendmail restart

Shutting down sendmail: [OK]

Starting sendmail: [OK]


The /etc/mail/aliases file

A poorly or carelessly administered “aliases” file can easily be used to gain privileged status.  For example, many vendors ship systems with a “decode” alias in the /etc/mail/aliases file. The intention is to provide an easy way for users to transfer binary files using mail. At the sending site the user converts the binary to ASCII with “uuencode”, then mails the result to the “decode” alias at the receiving site. That alias pipes the mail message through the /usr/bin/uuencode program, which converts the ASCII back into the original binary file.

Remove the “decode” alias line from the /etc/mail/aliases file. 

Exhibit 3.7‑1.1 The /etc/mail/aliases file

	Action
	Procedure

	1.
	Edit the aliases file (vi /etc/mail/aliases) and remove the following lines:

# Basic system aliases -- these MUST be present.

MAILER-DAEMON: postmaster

postmaster: root

# General redirections for pseudo accounts.

bin: root

daemon: root

games: root              ( remove this line.

ingress: root            ( remove this line.

nobody: root

system: root             ( remove this line.

toor: root               ( remove this line.

uucp: root               ( remove this line.

# Well-known aliases.

manager: root            ( remove this line.

dumper: root             ( remove this line.

operator: root           ( remove this line.

# trap decode to catch security attacks

decode: root             ( remove this line.

# Person who should get root's mail

#root: itsecurity

	2.
	For the changes to take effect you will need to run:

[root@gsa /]# /usr/bin/newaliases


The SMTP Greeting Message

When Sendmail accepts an incoming SMTP connection it sends a greeting message to the other host. This message identifies the local machine and is the first thing it sends to say it is ready.  This change modifies the banner, which Sendmail displays upon receiving a connection.

Exhibit 3.7‑1.2 The SMTP Greeting Message

	Action
	Procedure

	1.
	Edit the sendmail.cf file (vi /etc/mail/sendmail.cf) and change the line:

O SmtpGreetingMessage=$j Sendmail $v/$Z; $b

To read:

O SmtpGreetingMessage=$j

	2.
	Now re-start the Sendmail process manually for the change to take effect:

[root@gsa /]# /etc/rc.d/init.d/sendmail restart

Shutting down sendmail: [OK]

Starting sendmail: [OK]


Setting the /etc/mail file permissions

For the paranoids, change the default mode of all Sendmail files under the /etc/mail directory to be readable and writable only by the super-user ‘root’. There are no reasons to let everyone read access to these files.

Exhibit 3.7‑1.3 Setting the /etc/mail file permissions

	Action
	Procedure

	1.
	To change the mode of all files under /etc/mail directory, use the following command:

[root@gsa /]# chmod 600 /etc/mail/*


The undisclosed recipients mail message

One of the biggest problems in an ISP environment is the undisclosed recipients mail message that the users send to a lot of people. It's like spamming, but in a minor grade. There is a feature to stop this by changing the sendmail.cf file the default value of the MaxRecipientsPerMessage macro option.

By default, Sendmail limits the number of recipients that a mail can have to 100. A good value to start testing it is 30.

Exhibit 3.7‑1.4 The undisclosed recipients mail message

	Action
	Procedure

	1.
	Edit the sendmail.cf file (vi /etc/mail/sendmail.cf) and change the line:

# maximum number of recipients per SMTP envelope

#O MaxRecipientsPerMessage=100

To read:

# maximum number of recipients per SMTP envelope

#O MaxRecipientsPerMessage=30


3.7.1.1 Caveat
A worthwhile investment in time may be to look at moving from Sendmail to Postfix. Postfix is often much easier to administer, and is regarded as offering better native security than Sendmail, or Qmail.  For more information on Postfix visit http://www.postfix.org. 

3.8 Apache Security

3.8.1 Securing Apache
3.8.1.1 Issue
Apache is the most widely used HTTP-server in the world today. It surpasses all free and commercial competitors on the market, and provides a myriad of features; more than the nearest opponent could give you on a UNIX variant. A web server like Apache, in its simplest function, is software that displays and serves HTML pages hosted on a server to a client browser that understands the HTML code. Mixed with third party modules and programs, it can become powerful software, which will provide strong and useful services to a client browser.

This section deals especially with actions that can be used to improve and tighten security under Apache.

3.8.1.2 Corrective Action
Utilize the following table, Exhibit 3.8-1, to implement a number of general security tips for Apache.

Exhibit 3.8‑1 General Security Tips for Apache
	Action
	Procedure

	1. 
	Important permissions on files and directories for your Web Server

When Apache is installed, there are some files and directories that acquire too much permission by default. The binary program httpd can be set to be read-only by the super-user “root”, and executable by the owner, group, and others for better security. The /etc/httpd/conf and /var/log/httpd directories don’t need to be readable, writable or executable by other people.
[root@gsa /]# chmod 511 /usr/sbin/httpd

[root@gsa /]# chmod 700 /etc/httpd/conf/

[root@gsa /]# chmod 700 /var/log/httpd/

	2. 
	Automatic indexing

If automatic indexing of directories is enabled in the Apache configuration file, (IndexOptions in httpd.conf), there is a security issue since any requests for a directory that don't find an index file will build an index of what is in the directory. In many cases, the admin may only want people seeing files that are specifically linked to. To turn this off, remove read permissions from the DocumentRoot directory (but not the files inside it).

[root@gsa /]# cd /home/httpd/

[root@gsa httpd]# chmod 311 gsa

[root@gsa httpd]# ls -la

d-wx--x--x 13 webadmin webadmin 1024 Jul 28 08:12 gsa

Now, with this modification, any requests for this protected directory should return an error message like:

Forbidden

You don't have permission to access “/gsa/” on this server.


3.9 Chroot Jail Environment

On an average server, once users gain access -- even just as normal users -- they have access to a wealth of information and other executables that could be used for further exploits. If services are contained on the Web server and use Least Privilege security measures, intruders are severely limited in what information they're able to obtain. The chroot(2) system call and associated command can be used to accomplish this on most UNIX machines. It is used to restrict a process to a particular directory. 

While most processes can access the entire file system, a chrooted process is restricted to a subset of the file system. This subset is known often as a "jail" or "sandbox." This virtual environment contains only the bare necessities that allow your service to run, isolating it from the rest of the OS, therefore limiting the chances for further exploits. In this article, the term "jail" means the virtual chroot environment that is used to isolate particular services. This term is not to be confused with the FreeBSD jail utility, which is different from just using the standard UNIX chroot command.

Chroot qualifiers
A chrooted environment can introduce some complexities that may make your server a little harder to maintain. Will the setup and maintenance effort be worth it? Probably. If done correctly, isolating services with chroot will have a tremendous security benefit. For a small site with few users, it may not be worth the extra effort. However, for a large site, or one with sensitive information, make every effort to make the site secure. Along with limiting damage caused by bugs in the Web server, this will also protect against security holes introduced by the users' CGI scripts or other server-side apps.

Setting Up the Jail
Although any process can potentially be "jailed " using chroot, HTTP and FTP daemons are the most popular candidates in a Web environment. The goal here is to create a directory structure that contains only the necessary files for the service to run. A network service may need /dev/tcp, for example, therefore create that device in the directory structure. Any libraries the daemon needs would then be copied into the "jailed " directory as well.

A Simple Example: Running a Shell in a Chroot Jail
To illustrate how to create a chroot jail and see how a process behaves in that jail, look at a simple example of running /bin/sh in a chrooted environment. Here's a step-by-step procedure:

Exhibit 3.99‑1 Setting up a Chroot Jail
	Action
	Procedure

	1.
	Create a directory for the jail:

# mkdir /chroot

	2.
	Create a skeleton directory structure:

# cd /chroot

# mkdir -p usr/bin usr/lib lib etc tmp dev

	3.
	Copy /bin/sh into the jail:

# cp /bin/sh /chroot/bin/sh

	4.
	Copy in standard shared libraries and those needed by /bin/sh:

# cp /usr/lib/ld.so.1 /usr/lib/libc.so.1

   /usr/lib/libdl.so.1 \ /chroot/usr/lib

# ldd /chroot/bin/sh

libgen.so.1 =>   /usr/lib/libgen.so.1

libc.so.1 =>     /usr/lib/libc.so.1

libdl.so.1 =>    /usr/lib/libdl.so.1 

# cp /usr/lib/libgen.so.1 /chroot/usr/lib

	5.
	Make essential devices:

# mknod dev/null c 13 2

# mknod dev/zero c 13 12

	6.
	Test it out:

# chroot /chroot /bin/sh


First, enter the command ‘pwd’, it should return "/" no matter where chrooted /bin/sh was executed from. Next, if an ‘ls’ is executed to see what files are in the directory, that command will not work because ‘ls’ isn't in the users environment.. Exit the shell by typing exit and copy ls over to the jail:

	Action
	Procedure

	1.
	# cp /bin/ls /chroot/bin/ls

	2.
	Start up the chrooted shell and browse the directories:

# chroot /chroot /bin/sh

# ls bin  dev  etc  lib  tmp  usr

# ls -l bin

total 188

-r-xr-xr-x   1 0     1    15400 Oct  4 08:42 ls

-r-xr-xr-x   1 0     1    79380 Oct  4 08:18 sh

# ls -l dev

total 0

crw-r--r--   1 0     1   13,  2 Oct  4 08:30 null

crw-r--r--   1 0     1   13, 12 Oct  4 08:26 zero

# ls -l usr/lib

total 2408

-rwxr-xr-x   1 2     2   198836 Oct  4 08:29 ld.so.1

-rwxr-xr-x   1 2     2   959436 Oct  4 08:29 libc.so.1

-rwxr-xr-x   1 2     2     4484 Oct  4 08:29 libdl.so.1

-rwxr-xr-x   1 0     1    38944 Oct  4 08:31 libgen.so.1

# pwd

/

#




4 Solaris Security Tools

There are useful automated tools that are available to aid in securing and hardening Solaris.

· The Solaris[tm] Security Toolkit ("JASS") tool is one (http://dcb.sun.com/practices/profiles/solaris_security.jsp and http://www.sun.com/solutions/blueprints/tools/). 
· The CIS Solaris Benchmark Scoring Tool (http://www.cisecurity.com) 

· Toolkit for Interactively Toughening Advanced Networks and Systems (TITAN) tool (http://www.fish.com/titan)  

· Yet Another Solaris Security Package (YASSP) (www.yassp.org) 

5 Points Of Contact

For additional information contact the GSA IT Security Division located in the Office of the GSA Office of the Chief Information Officer at (202) 501-7298 or (202) 208-4526.  
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